Desktop-as-a-Service for Service Provider

2000-Seat Virtual Desktop Infrastructure

Citrix XenDesktop/XenApp 75 built on Cisco UCS B200-M3
Blades with EMC VNX5600 and VMware vSphere 5.5
Last Updated: April 8, 2015

Cisco
bl Validated J

Cisco Design

Building Architectures to Solve Business Problems



il EMC’ CiTRIX'




About the Authors

About the Authors

Jeff Nichols, Technical Marketing Engineer, VDI Performance and Solutions Team, Cisco Systems

Jeff Nichols is a Cisco Unified Computing System architect, focusing on Virtual Desktop and
Application solutions with extensive experience with VMware ESX/ESXi, XenDesktop, XenApp and
Microsoft Remote Desktop Services. He has expert product knowledge in application, desktop and
server virtualization across all three major hypervisor platforms and supporting infrastructures including
but not limited to Windows Active Directory and Group Policies, User Profiles, DNS, DHCP and major
storage platforms.

Rob Briggs - Principal Solutions Architect, Citrix Systems, Inc.

Rob Briggs is an internationally experienced professional who has been involved in both the public and
tech sectors for over 20 years. He is a highly accomplished IT systems leader, architect and analyst
specializing in integration and design of advanced virtualized system solutions. His expertise helps
teams bridge the gap between technology, solutions marketing and systems management.

Ka-kit Wong, Solutions Engineer, Strategic Solutions Engineering, EMC

Ka-Kit Wong is a solutions engineer for desktop virtualization in EMC's Strategic Solutions Engineering
group, where he focuses on developing End User Computing (EUC) validated solutions. He has been at
EMC for more than 13 years, and his roles have included systems, performance and solutions testing in
various positions. He holds a Master of Science degree in computer science from Vanderbilt University.

Acknowledgements

For his support and contribution to the design, validation, and creation of this Cisco Validated Design,
we would like to thank:

» Mike Brennan, Sr. Technical Marketing Engineer, VDI Performance and Solutions Team Lead,
Cisco Systems, Inc.

* Phani Penmethsa, Technical Marketing Engineer, Cisco Systems, Inc.
« Kurtis Moody, Director, Product Marketing, Citrix Systems, Inc.

e Selma Wei, Principal Consultant, Citrix Systems, Inc.

» Scott Harris, Senior Director, Citrix Systems, Inc.

¢ Priyadarshan Ketkar, Senior Cloud Architect, Citrix Systems, Inc.

* Daniel L'Hommedieu, Product Manager, Citrix Systems, Inc.




W About the Authors

About Cisco Validated Design (CVD) Program

The CVD program consists of systems and solutions designed, tested, and documented to facilitate
faster, more reliable, and more predictable customer deployments. For more information visit

http://www.cisco.com/go/designzone.

ALL DESIGNS, SPECIFICATIONS, STATEMENTS, INFORMATION, AND RECOMMENDATIONS (COLLEC-
TIVELY, "DESIGNS") IN THIS MANUAL ARE PRESENTED "AS IS," WITH ALL FAULTS. CISCO AND ITS SUP-
PLIERS DISCLAIM ALL WARRANTIES, INCLUDING, WITHOUT LIMITATION, THE WARRANTY OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING
FROM A COURSE OF DEALING, USAGE, OR TRADE PRACTICE. IN NO EVENT SHALL CISCO ORITS
SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES,
INCLUDING, WITHOUT LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF
THE USE OR INABILITY TO USE THE DESIGNS, EVEN IF CISCO ORITS SUPPLIERS HAVE BEEN ADVISED
OF THE POSSIBILITY OF SUCH DAMAGES.

THE DESIGNS ARE SUBJECT TO CHANGE WITHOUT NOTICE. USERS ARE SOLELY RESPONSIBLE FOR
THEIR APPLICATION OF THE DESIGNS. THE DESIGNS DO NOT CONSTITUTE THE TECHNICAL OR
OTHER PROFESSIONAL ADVICE OF CISCO, ITS SUPPLIERS OR PARTNERS. USERS SHOULD CONSULT
THEIR OWN TECHNICAL ADVISORS BEFORE IMPLEMENTING THE DESIGNS. RESULTS MAY VARY
DEPENDING ON FACTORS NOT TESTED BY CISCO.

CCDE, CCENT, Cisco Eos, Cisco Lumin, Cisco Nexus, Cisco StadiumVision, Cisco TelePresence, Cisco
WebEx, the Cisco logo, DCE, and Welcome to the Human Network are trademarks; Changing the Way We
Work, Live, Play, and Learn and Cisco Store are service marks; and Access Registrar, Aironet, AsyncOS,
Bringing the Meeting To You, Catalyst, CCDA, CCDP, CCIE, CCIP, CCNA, CCNP, CCSP, CCVP, Cisco, the
Cisco Certified Internetwork Expert logo, Cisco IOS, Cisco Press, Cisco Systems, Cisco Systems Capital,
the Cisco Systems logo, Cisco Unity, Collaboration Without Limitation, EtherFast, EtherSwitch, Event Cen-
ter, Fast Step, Follow Me Browsing, FormShare, GigaDrive, HomeLink, Internet Quotient, I0S, iPhone,
iQuick Study, IronPort, the IronPort logo, LightStream, Linksys, MediaTone, MeetingPlace, MeetingPlace
Chime Sound, MGX, Networkers, Networking Academy, Network Registrar, PCNow, PIX, PowerPanels,
ProConnect, ScriptShare, SenderBase, SMARTnhet, Spectrum Expert, StackWise, The Fastest Way to
Increase Your Internet Quotient, TransPath, WebEx, and the WebEx logo are registered trademarks of
Cisco Systems, Inc. and/or its affiliates in the United States and certain other countries.

All other trademarks mentioned in this document or website are the property of their respective owners.
The use of the word partner does not imply a partnership relationship between Cisco and any other com-
pany. (0809R)

© 2015 Cisco Systems, Inc. All rights reserved

About Cisco Validated Design (CVD) Program
-i I


http://www.cisco.com/go/designzone

o],
CISCO.

CITRIX

Desktop-as-a-Service for Service Provider
2000-Seat Virtual Desktop Infrastructure
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Overview

T
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This document provides a Reference Architecture for a 2000-Seat Virtual Desktop Infrastructure using
Citrix XenDesktop 7.5 built on Cisco UCS B200-M3 blades with an EMC VNX5600 and the VMware
vSphere ESXi 5.5 hypervisor platform.

This document is designed for use by the Desktop as a Service deployment and management technical
team at the Cisco-Citrix-EMC Service Provider.

Business executives in the Service Provider organization can gain an overall understanding of the
solutions components and the system architecture in the early sections of the Cisco Validated Design.

The landscape of desktop virtualization is changing constantly. New, high performance Cisco UCS
Blade Servers and Cisco UCS unified fabric combined with the latest generation EMC VNX arrays result
in a more compact, more powerful, more reliable and more efficient platform.

In addition, the advances in the Citrix XenDesktop 7.5 system, which now incorporates both traditional
hosted virtual Windows 7 or Windows 8 desktops, hosted applications and hosted shared Server 2008
R2 or Server 2012 R2 server desktops (formerly delivered by Citrix XenApp,) provide unparalleled scale
and management simplicity while extending the Citrix HDX FlexCast models to additional mobile
devices

This document provides the architecture and design of a virtual desktop infrastructure for 2000 mixed
use-case users. The infrastructure is 100% virtualized on VMware ESXi 5.5 with third-generation Cisco
UCS B-Services B200 M3 blade servers booting via Fiber Channel from an EMC VNX5600 storage

array. The virtual desktops are powered using Citrix Provisioning Server 7.1 and Citrix XenDesktop 7.5,
with a mix of hosted shared desktops (90%) and pooled Server Virtual Desktops (ServerVDI) desktops
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(10%) to support the user population. Where applicable, the document provides best practice
recommendations and sizing guidelines for customer deployments of Citrix DaaS Solution on the Cisco
Unified Computing System.

Multi-Tenant DaaS Architecture

As mobile technologies have become pervasive, businesses are looking to take advantage of Bring

Your Own Device (BYOD) and anywhere computing workstyles. User mobility is a compelling force
behind the increase in Desktop-as-a-Service (DaaS) initiatives that are creating new and growing
opportunities for Cisco Powered™ Cloud, Citrix® and EMC Service Provider Partners.

Employees that have ubiquitous access are more productive, responsive, and collaborative since they can
work wherever and whenever it's convenient-at home, on the road, and in the office. Employees that have
ubiquitous access are more productive, responsive, and collaborative since they can work wherever and
whenever it's convenient-at home, on the road, and in the office.

To help providers rapidly deploy DaaS functionality and manage it at cloud scale, Cisco and Citrix
engineers have validated this new reference architecture that is hosted on the Cisco Unified Data Center
(UDC) architecture. On this scalable and cost-effective platform, the architecture delivers high user
densities, outstanding End-User experience, proven Cisco network reliability and security, and easy
deployment and manageability, while providing a rich mobile user experience.

Benefits Service Providers will gain by deploying this solution include:
» Simplified administration and management
e Intuitive infrastructure management and low total cost of ownership (TCO)
¢ Support for a variety of multi-tenancy isolation models
¢ Easy platform expansion
» Exceptional simplicity for provisioning and onboarding

e Optimized user experience.

Summary of Main Findings

The combination of technologies from Cisco Systems, Inc, Citrix Systems, Inc, VMware and EMC
produced a highly efficient, robust and scalable 2000 seat mixed Desktop as a Service Infrastructure
delivering outstanding end-user experience with the following concurrently running workloads:

e 200 Citrix XenDesktop 7.5 Server VDI Desktops using Windows Server 2012 R2
* 1800 Citrix XenDesktop 7.5 Hosted Shared Desktops.
* 10 Separate DaaS Tenants provisioned and running simultanecously.

The combined power of the Cisco Unified Computing System, Nexus switching and EMC storage
hardware, VMware ESXi 5.5, Citrix XenDesktop 7.5, Citrix App Orchestrator 2.5, Citrix CloudPortal
Services Manager and Cisco UCS Director produces a high-density per blade and per chassis mixed
workload Virtual Desktop delivery system with the following:

e 14 Cisco UCS B200 M3 half-width blades with dual 10-core processors, 256GB of 1600 MHz
memory that boot from SAN and house PVS write-cache were able to successfully run 2000
desktops spread across 10 different tenants ranging from a public shared model to private, isolated
models.

r Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure
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2 Cisco UCS B200 M3 half-width blades with dual 10-core processors, 256GB of 1600 MHZ
memory were able to handle all tenant infrastructure VMs (i.e. Active Directory, DNS, SQL, Citrix
components)

Pure Virtualization: We continue to present a validated design that is 100% virtualized on ESXi 5.5.
All of the Windows Server 2012 R2 virtual desktops and supporting infrastructure components,
including Active Directory, Profile Servers, Provisioning Servers, SQL Servers, and XenDesktop
delivery controllers were hosted as virtual servers.

We maintain our industry leadership with our new Cisco UCS Manager 2.2(2c¢) software that makes
scaling simple, consistency guaranteed and maintenance simple. Combined with UCS Central, our
Cisco UCS management scope extends to over 100,000 virtual desktops.

Our 10G unified fabric story gets additional validation on second generation Cisco UCS 6200 Series
Fabric Interconnects and second generation Nexus 5500 Series access switches as we run more
challenging workload testing, maintaining unsurpassed user response times.

EMC's VNX 5600 system provides storage consolidation and outstanding efficiency. Both block and
NFS storage resources were provided by a single system.

EMC's Fast Cache technology delivers predictable performance and continuous availability for end
user computing environment ensuring a rich end user experience while enforcing compliance, data
security, high- availability, and increasing IT productivity.

EMC delivers simplified management to an End User Computing infrastructure through Unisphere
for ease of configuration and management, plug-in technologies for simplified desktop
provisioning, and integrations that deliver rich metrics for monitoring your VNX storage platform.

Citrix HDX technology, extended in XenDesktop 7.5 software, provides excellent performance with
host-rendered flash video and other demanding applications.

Citrix XenDesktop 7.5 extends the flexibility of the solution design by adding hosted shared server
desktops and Server VDI desktops.

Solution Component Benefits

Each of the components of the overall solution materially contributes to the value of functional design
contained in this document.

Benefits of Cisco Unified Computing System

Cisco Unified Computing System™ is the first converged data center platform that combines
industry-standard, x86-architecture servers with networking and storage access into a single converged
system. The system is entirely programmable using unified, model-based management to simplify and
speed deployment of enterprise-class applications and services running in bare-metal, virtualized, and
cloud computing environments.

Benefits of the Unified Computing System include:

Architectural flexibility

Cisco UCS B-Series blade servers for infrastructure and virtual workload hosting

Cisco UCS 6200 Series second generation fabric interconnects provide unified blade, network and
storage connectivity

Cisco UCS 5108 Blade Chassis provide the perfect environment for multi-server type,
multi-purpose workloads in a single containment

Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure g
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Infrastructure Simplicity

Converged, simplified architecture drives increased IT productivity

Cisco UCS management results in flexible, agile, high performance, self-integrating information
technology with faster ROI

Fabric Extender technology reduces the number of system components to purchase, configure and
maintain

Standards-based, high bandwidth, low latency virtualization-aware unified fabric delivers high
density, excellent virtual desktop user-experience

Business Agility

Model-based management means faster deployment of new capacity for rapid and accurate
scalability

Scale up to 20 Chassis and up to 160 blades in a single UCS management domain
Scale to multiple UCS Domains with Cisco UCS Central within and across data centers globally

Leverage UCS Management Packs for VMware vCenter 5.5 for integrated management

Benefits of Cisco Nexus Physical Switching

The Cisco Nexus product family includes lines of physical unified port layer 2, 10 GB switches, fabric
extenders, and virtual distributed switching technologies. In our study, we utilized Cisco Nexus 5548UP
physical switches and Cisco Nexus 1000V distributed virtual switches to deliver amazing end user
experience

Cisco Nexus 5548UP Unified Port Layer 2 Switches

The Cisco Nexus 5548UP Switch delivers innovative architectural flexibility, infrastructure simplicity,
and business agility, with support for networking standards. For traditional, virtualized, unified, and
high-performance computing (HPC) environments, it offers a long list of IT and business advantages,
including:

Architectural Flexibility

Unified ports that support traditional Ethernet, Fiber Channel (FC), and Fiber Channel over Ethernet
(ISCSI)

Synchronizes system clocks with accuracy of less than one microsecond, based on IEEE 1588

Offers converged Fabric extensibility, based on emerging standard IEEE 802.1BR, with Fabric
Extender (FEX) Technology portfolio, including the Nexus 1000V Virtual Distributed Switch

Infrastructure Simplicity

Common high-density, high-performance, data-center-class, fixed-form-factor platform
Consolidates LAN and storage

Supports any transport over an Ethernet-based fabric, including Layer 2 and Layer 3 traffic
Supports storage traffic, including iSCSI, NAS, FC, RoE, and IBoE

Reduces management points with FEX Technology

r Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure
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Business Agility
e Meets diverse data center deployments on one platform
* Provides rapid migration and transition for traditional and evolving technologies

» Offers performance and scalability to meet growing business needs

Specifications At-a-Glance
e A1 -rack-unit, 1/10 Gigabit Ethernet switch

» 32 fixed Unified Ports on base chassis and one expansion slot totaling 48 ports

¢ The slot can support any of the three modules: Unified Ports, 1/2/4/8 native Fiber Channel, and
Ethernet or ISCSI

e Throughput of up to 960 Gbps.

Cisco Nexus 1000V Distributed Virtual Switch
Get highly secure, multitenant services by adding virtualization intelligence to your data center network
with the Cisco Nexus 1000V Switch for VMware vSphere. This switch:
» Extends the network edge to the hypervisor and virtual machines
» Is built to scale for cloud networks

* Forms the foundation of virtual network overlays for the Cisco Open Network Environment and
Software Defined Networking (SDN)

Important differentiators for the Cisco Nexus 1000V for VMware vSphere include:
« Extensive virtual network services built on Cisco advanced service insertion and routing technology
e Support for vCloud Director and vSphere hypervisor
» Feature and management consistency for easy integration with the physical infrastructure
» Exceptional policy and control features for comprehensive networking functionality

* Policy management and control by the networking team instead of the server virtualization team
(separation of duties)

Use Virtual Networking Services
The Cisco Nexus 1000V Switch optimizes the use of Layer 4 - 7 virtual networking services in virtual
machine and cloud environments through Cisco vPath architecture services.

Cisco vPath 2.0 supports service chaining so you can use multiple virtual network services as part of a
single traffic flow. For example, you can simply specify the network policy, and vPath 2.0 can direct
traffic:

e Through the Cisco ASA1000V Cloud Firewall for tenant edge security
e Through the Cisco Virtual Security Gateway for Nexus 1000V Switch for a zoning firewall

In addition, Cisco vPath works on VXLAN to support movement between servers in different Layer 2
domains. Together, these features promote highly secure policy, application, and service delivery in the
cloud.
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Benefits of EMC VNX5600 Storage Arrays

The EMC VNX flash-optimized unified storage platform delivers innovation and enterprise capabilities
for file, block, and object storage in a single, scalable, and easy-to-use solution. Ideal for mixed
workloads in physical or virtual environments, VNX combines powerful and flexible hardware with
advanced efficiency, management, and protection software to meet the demanding needs of today's
virtualized application environments.

VNX storage includes the following components:
* Host adapter ports (for block)-Provide host connectivity through fabric into the array.

« Data Movers (for file)-Front-end appliances that provide file services to hosts (optional if providing
CIFS/SMB or NFS services).

» Storage processors (SPs)-The compute component of the storage array. SPs handle all aspects of
data moving into, out of, and between arrays.

¢ Disk drives-Disk spindles and solid state drives (SSDs) that contain the host/application data and
their enclosures.

~

Note  The term Data Mover refers to a VNX hardware component, which has a CPU, memory, and input/output
(I/O) ports. It enables the CIFS (SMB) and NFS protocols on the VNX array.

EMC Next-Generation VNX Series

Next-generation VNX includes many features and enhancements designed and built upon the first
generation's success. These features and enhancements include:

e More capacity with multicore optimization with multicore cache, multicore RAID, and multicore
FAST Cache (MCx™)

» Greater efficiency with a flash-optimized hybrid array
» Better protection by increasing application availability with active/active
» Easier administration and deployment with the new Unisphere® Management Suite

VSPEX is built with next-generation VNX to deliver even greater efficiency, performance, and scale
than ever before.

Flash-Optimized Hybrid Array

VNX is a flash-optimized hybrid array that provides automated tiering to deliver the best performance
to your critical data, while intelligently moving less frequently accessed data to lower-cost disks.

In this hybrid approach, a small percentage of flash drives in the overall system can provide a high
percentage of the overall IOPS. Flash-optimized VNX takes full advantage of the low latency of flash
to deliver cost-saving optimization and high performance scalability. EMC Fully Automated Storage
Tiering Suite (FAST Cache and FAST VP) tiers both block and file data across heterogeneous drives and
boosts the most active data to the flash drives, ensuring that customers never have to make concessions
for cost or performance.

Data generally is accessed most frequently at the time it is created; therefore, new data is first stored on
flash drives to provide the best performance. As the data ages and becomes less active over time, FAST
VP tiers the data from high-performance to high-capacity drives automatically, based on

r Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure
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customer-defined policies. This functionality has been enhanced with four times better granularity and
with new FAST VP solid-state disks (SSDs) based on enterprise multilevel cell (eMLC) technology to
lower the cost per gigabyte.

FAST Cache uses flash drives as an expanded cache layer for the array to dynamically absorb
unpredicted spikes in system workloads. Frequently accessed data is copied to the FAST Cache in 64
KB increments. Subsequent reads and/or writes to the data chunk are serviced by FAST Cache. This
enables immediate promotion of very active data to flash drives. This dramatically improves the
response times for the active data and reduces data hot spots that can occur within the LUN.

All VSPEX use cases benefit from the increased efficiency provided by the FAST Suite. Furthermore,
VNX provides out-of-band, block-based deduplication that can dramatically lower the costs of the flash
tier.

VNX Intel MCx Code Path Optimization

The advent of flash technology has been a catalyst in making significant changes in the requirements of
midrange storage systems. EMC redesigned the midrange storage platform to efficiently optimize
multicore CPUs to provide the highest performing storage system at the lowest cost in the market.

MCx distributes all VNX data services across all cores (up to 32), as shown in Figure 1. The VNX series
with MCx has dramatically improved the file performance for transactional applications like databases
or virtual machines over network-attached storage (NAS).

Figure 1 Next-Generation VNX with Multicore Optimization
-
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Multicore Cache

The cache is the most valuable asset in the storage subsystem; its efficient use is the key to the overall
efficiency of the platform in handling variable and changing workloads. The cache engine has been
modularized to take advantage of all the cores available in the system.
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Multicore RAID

Another important improvement to the MCx design is how it handles I/O to the permanent back-end
storage—hard disk drives (HDDs) and SSDs. The modularization of the back-end data management
processing, which enables MCx to seamlessly scale across all processors, greatly increases the
performance of the VNX system.

Performance Enhancements

VNX storage, enabled with the MCx architecture, is optimized for FLASH 1st and provides
unprecedented overall performance; it optimizes transaction performance (cost per IOPS), bandwidth
performance (cost per GB/s) with low latency, and capacity efficiency (cost per GB).

VNX provides the following performance improvements:
» Up to four times more file transactions when compared with dual controller arrays

» Increased file performance for transactional applications (for example, Microsoft Exchange on
VMware over NFS) by up to three times, with a 60 percent better response time

* Up to four times more Oracle and Microsoft SQL Server OLTP transactions

e Up to six times more virtual machines

Active/Active Array Storage Processors

The new VNX architecture provides active/active array storage processors, as shown in Figure 2, which
eliminate application timeouts during path failover because both paths are actively serving I/O.

Figure 2 Active/Active Processors Increase Performance, Resiliency, and Efficiency
Active-Passive Active-Active Active-Active
(ALUA) (Symmetric)

= Only one SP serves 10s via a = The LUN is presented across both » Both SPs serve 1I0s to and from a
given LUN SP-paths via internal links given LUN

= The remaining SP is acting as « But only one SP is actively » The performance is now improved
standby processing 10 to the backend up to 2X

Load balancing is also improved, providing up to double the performance for applications. Active/active
for block is ideal for applications that require the highest levels of availability and performance, but do
not require tiering or efficiency services like compression, deduplication, or snapshot.

Note  The active/active processors are available only for RAID LUNSs, not for pool LUNS.

r Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure
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Benefits of VMware vSphere ESXi 5.5

VMware vSphere® 5.5 is the latest release of the flagship virtualization platform from VMware.
VMware vSphere, known in many circles as "ESXi", for the name of the underlying hypervisor
architecture, is a bare-metal hypervisor that installs directly on top of your physical server and partitions
it into multiple virtual machines. Each virtual machine shares the same physical resources as the other
virtual machines and they can all run at the same time. Unlike other hypervisors, all management
functionality of vSphere is possible through remote management tools. There is no underlying operating
system, reducing the install footprint to less than 150MB.

The following are some key features included with vSphere 5.5:

e Improved Security

« Extensive Logging and Auditing

¢ Enhanced vMotion

» New Virtual Hardware

» Active Directory Integration

» Centralized Management

» Stateless Firewall

* Centralized Management of Host Image and Configuration via Auto Deploy.
For more information on the vSphere ESXi hypervisor, go to:

http://www.vmware.com/products/esxi-and-esx/overview.html

Benefits of Citrix XenDesktop 7.5

Service Providers and other IT organizations are tasked with the challenge of provisioning Microsoft
Windows apps and desktops while managing cost, centralizing control, and enforcing corporate security
policy. Deploying Windows apps to users in any location, regardless of the device type and available
network bandwidth, enables a mobile workforce that can improve productivity. With Citrix
XenDesktop™ 7.5, IT can effectively control app and desktop provisioning while securing data assets
and lowering capital and operating expenses.

In addition to providing a performance boost over the previous XenDesktop 7.1 version, the
XenDesktop™ 7.5 release offers these benefits:

* Comprehensive virtual desktop delivery for any use case. The XenDesktop 7.5 release
incorporates the full power of XenApp, delivering full desktops or just applications to users.
Administrators can deploy both XenApp published applications and desktops (to maximize IT
control at low cost) or personalized VDI desktops (with simplified image management) from the
same management console. Citrix XenDesktop 7.5 leverages common policies and cohesive tools
to govern both infrastructure resources and user access.

« Simplified support and choice of BYO (Bring Your Own) devices. XenDesktop 7.5 brings
thousands of corporate Microsoft Windows-based applications to mobile devices with a
native-touch experience and optimized performance. HDX technologies create a “high definition”
user experience, even for graphics-intensive design and engineering applications.

* Lower cost and complexity of application and desktop management. XenDesktop 7.5 helps IT
organizations take advantage of agile and cost-effective cloud offerings, allowing the virtualized
infrastructure to flex and meet seasonal demands or the need for sudden capacity changes. IT
organizations can deploy XenDesktop application and desktop workloads to private or public
clouds, including Amazon AWS, Citrix Cloud Platform, and (in the near future) Microsoft Azure.

Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure g
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Protection of sensitive information through centralization. XenDesktop decreases the risk of
corporate data loss, enabling access while securing intellectual property and centralizing
applications since assets reside in the datacenter.

Benefits of Citrix App Orchestration 2.5

Citrix App Orchestration 2.5 allows CSPs to orchestrate and automate the delivery of applications and
desktops in multi-tenant environments and across multiple products, sites, and datacenters. With App
Orchestration, service providers can:

Manage XenApp and XenDesktop across multiple locations, including multiple datacenters in
multiple versions, sites or farms, Active Directory domains, and datacenters, from a single unified
interface.

Provide consistent configuration across global deployments spanning multiple delivery sites,
eliminating configuration drift and issues.

Define tenant

and user affinity to deliver offerings to primary and backup locations, for optimum continuity and
fault tolerance.

Provision desktops and applications on any supported hypervisor, including VMware ESXi as in this
CVD. App Orchestration can incorporate externally provisioned VMs (e.g., provisioning through
Cisco UCS Director as in this architecture).

App Orchestration 2.5 provides the following features to simplify cloud-scale administration for service
providers:

Simplified management across datacenters. App Orchestration simplifies how Citrix
technologies can be provisioned and deployed on virtual servers across datacenters. Given pools of
XenDesktop Session Machines and Delivery Controllers, App Orchestration automatically manages
capacities across multiple sites and datacenters, even managing multiple product versions and
farms/sites in physically different domains.

Multi-tenant configuration. Support for different types of isolation models (e.g., Session-based,
Server-based, and Site-based) on a per-application or per-desktop basis. There are two areas in App
Orchestration 2.5 in which you can specify isolation levels: delivery isolation and tenant StoreFront
isolation.

Simplified, secure network configuration with zero trust domains. New in App Orchestration
2.5, zero trust domains eliminate the Active Directory requirement for private tenant domains.
Instead, a domain agent resides in the private tenant domain, and App Orchestration uses SSL client
certificates to validate agent identity. This approach eliminates the need for various ports to be
opened on the firewall, resulting in a simplified and hardened network configuration for dedicated
environments.

Quick application and desktop configuration. App Orchestration enables the harmonious
configuration and integration of XenDesktop, XenApp, NetScaler, and Active Directory. This helps
automate the installation of farms/sites, Session Machines and StoreFront server groups. Automatic
discovery of application information (including name, icon, command line, working directory, etc.)
from a XenDesktop HSD host can save valuable administrative time.

App Orchestration web management console. App Orchestration supplies a web-based
management console to control App Orchestration activities. You can use the console to monitor
workflows for deployment actions, such as creating Delivery Sites or adding Session Machines.
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» Easier patching of XenDesktop HSD hosts. When you create a new version of a XenDesktop HSD
host, App Orchestration can automate the tasks of gradually draining users from the older version
servers to the newer ones, without any downtime or manual intervention.

* Tenant Management. The administrator defines tenants into the system, their desired level of
isolation, and assigns resources to them directly. The console allows the administrator to easily view
which resources (applications, desktops, XenDesktop HSD hosts, sites, etc.) are allocated to which
tenants.

e CloudPortal Services Manager integration. Using App Orchestration with CloudPortal Services
Manager, CSPs can enable multi-tenant self-servicing of application and desktop offerings that are
configured through App Orchestration. This capability empowers a degree of self-support,
delegating control to the tenant administrator to manage user subscription offerings.

For CSPs unfamiliar with Citrix App Orchestration, see the App Orchestration documentation at the
Citrix eDocs site:

http://support.citrix.com/proddocs/topic/app-orchestration/cao-app-orchestration-25-landing.html

Benefits of Citrix CloudPortal Services Manager

Citrix CloudPortal Services Manager (CPSM) is a self-service portal that helps providers manage the
delivery of cloud services and customer offerings. It drives App Orchestration operation by associating
desired states with tenants and allowing services to be provisioned to users.

CPSM provides out-of-the-box support for Desktop-as-a-Service and Windows applications (powered
by Citrix XenApp and Citrix XenDesktop), as well as popular business applications and services like
Microsoft Exchange, Office, SharePoint, Lync, web and data hosting, and virtualization service
management. Customers and sub-customers (for example, such as a reseller’s customers) that lack IT
expertise can add or change services, view reports, manage users, and perform day-to-day administration
tasks through the self-service interface.

The integration of Citrix CloudPortal Services Manager and App Orchestration allows providers to scale
their subscriber base while using the existing support staff, helping to increase provider profit margins.

DaaS Architectural Overview

This reference architecture enables Citrix Service Providers to deliver Windows applications and
desktops as Desktop-as-a-Service (DaaS) through an integrated set of Citrix and partner technologies:

¢ Citrix XenDesktop unifies the delivery of hosted applications and desktops (XenApp) with virtual
desktops (XenDesktop) using a single architecture and management experience.

» Citrix App Orchestration allows CSPs to automate and manage, at a high scale, the delivery of DaaS
offerings in a multi-tenant environment.

* CloudPortal Services Manager supplies a portal to manage service delivery and subscriber offerings.
It supports delegated management roles that enable down-channel partners and tenant
administrators to self-provision and monitor provisioning requests.

Key Architectural Modules

Figure 3 illustrates the architecture for the DaaS software solution can be divided into four logical
modules: (1) Infrastructure-as-a-Service (IaaS), (2) Multi-Tenant Citrx Farms and Sites, (3) Dashboards
and Management, and (4) Endpoints and Offices.
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Four Architectural Modules of the Daas Logical Architecture
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Infrastructure-as-a-Service (IaaS) Module

The foundation of the architecture is the Infrastructure-as-a-Service (IaaS) module, which is responsible

for network, authentication, and provisioning functions (Figure 4). It has two sub-layers:

* Network infrastructure, including the implementation of Active Directory domains

» Provisioning infrastructure, including virtual, application, and physical provisioning

Figure 4 Infrastructure-as-a-Service (laaS) Module
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The TaaS module controls the system-wide network configuration, forest-level Active Directory

management, remote access, and all layers of provisioning.

Multi-Tenant Citrix Farms and Sites Module

The Multi-Tenant Citrix Farms and Sites module (Figure 5) is the core component of the service provider
datacenter — this logical block controls application and desktop delivery within the multi-tenant

architecture.
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DaaS Architectural Overview

In the unified XenDesktop 7.5 release, a “site” rather than a “farm” is the main XenDesktop environment
consisting of Delivery Controllers and a database used to deliver both XenApp and XenDesktop

services.

Within a multi-tenant datacenter, applications and desktops are virtualized and subscriber partitions and
Active Directory boundaries are defined, while centralized XenDesktop Delivery Controllers govern
application and desktop delivery across tenants.

Figure 5
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Dashboards and Cloud Platform Management Module

To successfully manage a service provider network, administrators need effective tools that are simple
to use and scale efficiently as they add new tenants. Along with Cisco UCS Manager, Citrix App
Orchestration and Citrix CloudPortal Services Manager enable a unified view across the entire
infrastructure, across multiple datacenters, XenDesktop and XenApp sites, and servers. This end-to-end
view gives providers the detailed information and wide spectrum of control necessary to provision
applications and quickly and maintain service level agreements for subscribers. Additional tools such
as HDX Insight and the Citrix Usage Collector also facilitate ease of management. The Citrix
documentation http://www.citrix.com/edocs describes App Orchestration and CloudPortal Services
Manager management capabilities in more detail.
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Figure 6 Dashboards and Cloud Platform Management
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Endpoints and Offices Module

When applications, desktops and data are delivered as a service, the user is the ultimate judge of the
endpoint experience. Service providers must deliver a consistent experience across a range of network
bandwidths and devices to build and expand the subscriber base. Citrix Receiver and HDX technologies
are the strategic components that make this possible.

With Citrix Receiver, CSPs have complete control over security, performance, and user experience with
no need to own or manage the physical device or its location. Users simply install Citrix Receiver on
their own device to gain access to their desktop and all of their business, web, Software-as-a-Service
(SaaS), and native mobile applications.

With the introduction of Citrix’s next-generation seamless application capabilities, applications that
must execute on the endpoint device can now be presented within a user’s cloud-hosted desktop. This
capability enables 100% application compatibility within the CSP solution while also providing a
smooth transition over time for application migrations from legacy endpoints and datacenters into the
CSP hosted datacenter.
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Figure 7 Endpoints and Offices Module
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Key Concepts

The reference architecture uses the following key concepts to deliver DaaS in a multi-tenant
environment.

Delivery Sites and Delivery Groups

App Orchestration uses Delivery Sites and Delivery Groups to isolate the provisioning of application
and desktop services in this reference architecture:

¢ Delivery Sites. A Delivery Site is the core environment that contains the XenDesktop Delivery
Controllers and the SQL Database used to deploy XenApp and XenDesktop services. Delivery Sites
provision desktops and applications to users through App Orchestration.

» Delivery Group. A Delivery Group is a container for one or more virtual machines used to deliver
applications and desktops to a specific group of users. A Delivery Group is associated with a shared
or private Delivery Site. A Delivery Group can be shared among tenants or dedicated to a specific
tenant, according to the isolation level of the subscriptions it is hosting.

When you create App Orchestration offerings, you choose a means of isolation for tenants who subscribe
to the app or desktop. The isolation level refers to whether the Delivery Controllers and Session
Machines used for the offering are shared with other tenants or private to the subscribing tenant.

Multi-Tenancy Isolation Models

Multi-tenancy capabilities provide economies of scale on a single infrastructure while providing the
required isolation and data protection. Providers can make trade-offs regarding price and features to
meet individual tenant requirements.
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The three common multi-tenancy isolation models used in the market today — Shared Delivery
Group/Shared Delivery Site, Private Delivery Group/Shared Delivery Site, and Private Delivery
Group/Private Delivery Site — differ according to the type of isolation they employ (Figure 8). In a
Shared Delivery Group/Shared Delivery Site, both the session machines and the delivery site are shared
with other tenants. In a Private Delivery Group/Shared Delivery Site, session machines are private, but
the delivery site is shared. In a Private Delivery Group/Private Delivery Site, both the session machines
and the delivery site are private, and not available to other tenants. All three multi-tenant approaches can
be delivered from the provider’s datacenters.

Figure 8 Multi-Tenancy Isolation Models
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Tenant Domains

A domain contains machines hosting tenants’ resources, users, or both. A domain can be either shared
or private. A shared resource domain contains machines that that host resources for multiple tenants. In
contrast, a private domain contains machines hosting resources for a single tenant.

Configuring Trust

In a previous version of the DaaS reference architecture (based on App Orchestration 2.1), one-way trust
relationships were configured to permit access to CSP resources external to a Private Delivery Site
tenant’s Active Directory (AD) domain.

Figure 9 illustrates the CSP Management domain featured a 1-way, non-transitive trust with Private
Delivery Site tenant domains to allow those tenants to access resources within the CSP domain.
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Figure 9 Configuring Trust — Private Delivery Site-Isolated Tenants
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To simplify DaaS configurations with isolated private domains, App Orchestration 2.5 includes a Zero
Trust Agent that provides the ability to manage all shared components from a single management domain
(without requiring Active Directory one-way trusts to a private tenant domain). The Zero Trust Agent
establishes a secure SSL encrypted communication channel to the App Orchestration configuration
server and authenticates using SSL certificates. This feature provides a simpler and more secure model
to orchestrate resources across tenant domains using SSL-client authentication. For detailed
information, go to Configuring SSL for App Orchestration 2.5" and "Deploying the Zero Trust Agent in
App Orchestration 2.5.

Virtual Provisioning

Virtualization is a fundamental enabler of an efficient cloud datacenter. As a best practice, virtualizing
workloads enables dynamic scale and simplifies management. VMware ESXi 5.5 was used as the
hypervisor technology in this CVD. Cisco UCS Director was used to provision virtual machines for the
infrastructure, HSD, and VDI services deployed in this architecture.

Application Provisioning

Application provisioning provides a key element to the dynamic assembly capabilities within the
system. Dynamic assembly is the process by which separate elements are combined in real-time to
present a user with their specific, familiar, and personalized environment of operating system, desktop,
application, and personalization settings.

Application virtualization is one of the key enablers of dynamic assembly, separating applications from
the underlying OS. This also allows lifecycle management of the application as a discreet object. A
further advantage to this separation of OS and application is the ability to deliver and manage a single
application image across CSP tenants, personalized for each tenant’s SLA through the policies
associated with that tenant’s Delivery Group partition.

App Orchestration provides the means of allocating applications and desktops to subscribers based on
Delivery Groups and Delivery Sites that map to specific Active Directory OUs.

Citrix StoreFront provides users an enterprise app store that aggregates offerings in one place. Each
StoreFront user is able to subscribe to their favorite application and desktop resources, which can then
follow the user automatically between devices. In this reference architecture, App Orchestration
configures private or shared StoreFront catalogs that manage desktop and application offerings for
subscribers.
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Architecture

Hardware Deployed

The

architecture deployed is highly modular. While each Service Provider’s environment might vary in

its exact configuration, once the reference architecture contained in this document is built, it can easily
be scaled as requirements and demands change. This includes scaling both up (adding additional
resources within a Cisco UCS Domain) and out (adding additional Cisco UCS Domains and EMC VNX
Storage arrays).

The

2000-user Citrix DaaS solution includes Cisco networking, Cisco UCS and EMC VNX storage,

which fits into a single data center rack, including the access layer network switches.

This

Cisco Validated Design details the deployment of the 2000-user configuration for a mixed

XenDesktop workload featuring the following software:

Citrix XenDesktop 7.5 Pooled Hosted Shared Desktops with PVS write cache on NFS storage
Citrix XenDesktop 7.5 Pooled Server-VDI Virtual Desktops with PVS write cache on NFS storage
Citrix Provisioning Server 7.1

Citrix User Profile Manager

Citrix StoreFront 2.1

Cisco Nexus 1000V Distributed Virtual Switch

VMware vSphere ESXi 5.5 Hypervisor

Microsoft Windows Server 2012 R2 virtual machine Operating Systems

Microsoft SQL Server 2012 SP1

rvice for Service Provider 2000-Seat Virtual Desktop Infrastructure
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Figure 10 Workload Architecture
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The workload contains the following hardware as shown in Figure 10:

Two Cisco Nexus 5548UP Layer 2 Access Switches
Two Cisco UCS 6248UP Series Fabric Interconnects
Two Cisco UCS 5108 Blade Server Chassis with two 2204XP 10 Modules per chassis

Two Cisco UCS B200 M3 Blade servers with Intel E5-2650v2 processors, 256GB RAM, for
Infrastructure of all DaaS components with N+1 server fault tolerance.

Fourteen Cisco UCS B200 M3 Blade servers with Intel E5-2680v2 processors, 256 GB RAM, and
VIC1240 mezzanine cards for the 2000 hosted shared and server VDI Windows Server 2012 server
desktop workloads with N+1 server fault tolerance.

EMC VNX5600 dual controller storage system, 10 disk shelves, 10GE ports for NFS andCIFS
connectivity.

(Not Shown) One Cisco UCS 5108 Blade Server Chassis with 3 Cisco UCS B200 M3 Blade servers
with Intel E5-2650 processors, 128 GB RAM, and VIC1240 mezzanine cards for the Login VSI
launcher infrastructure
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Logical Architecture

The logical architecture of the validated is designed to support 2000 users within two chassis and
fourteen blades, which provides physical redundancy for the chassis and blade servers for each

workload.

Figure 11 outlines the logical architecture of the test environment.

Figure 11 Logical Architecture
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Table 1 outlines all the servers in the configurations
Table 1 Infrastructure Architecture
Server Name Location Purpose
CH1-BL1 Physical — Chassis 1 Windows 2012 Datacenter VMs ESXi 5.5 host
(Infrastructure Guests)
CH1-BL2,3,4 Physical — Chassis 1 XenDesktop 7.5 RDS ESXi 5.5 Hosts
CH1-BL5,6,7,8 Physical — Chassis 1 XenDesktop 7.5 HVD ESXi 5.5 Host
CH2-BLI1 Physical — Chassis 2 Windows 2012 Datacenter VMs ESXi 5.5 host
(Infrastructure Guests)

CH2-BL2,3,4 Physical — Chassis 2 XenDesktop 7.5 RDS ESXi 5.5 Hosts
CH2-BL5,6,7,8 Physical — Chassis 2 XenDesktop 7.5 HVD ESXi 5.5 Hosts
Daas-DCO01 Virtual — CHI-BL1 Active Directory Domain Controller
DaaS-XDCO01 Virtual - CH1-BL1 XenDesktop 7.5 controller
PVS1 Virtual — CH1-BL1 Provisioning Services 7.1 streaming server
VCENTER Virtual - CH1-BL1 vCenter 5.5 Server
DaaS-SF01 Virtual — CH1-BL1 StoreFront Services server
SQLO1 Virtual - CH1-BL1 SQL Server (clustered)
Daas-nlkv Virtual — CH1-BL1 Nexus 1000-V VSM HA node
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NI1KV-VSM-1
DaaS-DC02
DaaS-XDC02
PVS2
DaaS-SF2
SQL02
NI1KV-VSM-1

Virtual - CH1-BL1
Virtual - CH1-BL1
Virtual - CH2-BL1
Virtual — CH2-BL1
Virtual - CH2-BL1
Virtual - CH2-BL1
Virtual - CH2-BL1
Virtual - CH2-BL1

Architecture

XenDesktop 7.5 License server

Nexus 1000-V VSM HA primary node
Active Directory Domain Controller
XenDesktop 7.5 controller

Provisioning Services 7.1 streaming server
StoreFront Services server

SQL Server (clustered)

Nexus 1000-V VSM HA backup node

Software Revisions

This section includes the software versions of the primary products installed in the environment.

Table 2 Software Revision
Vendor Product Version
Cisco UCS Component Firmware 2.2(2c)
Cisco UCS Manager 2.2(2c)
Cisco Nexus 1000V for VSphere 4.2(1)SV2(2.2)
Citrix XenDesktop 7.5.0.4033
Citrix Provisioning Services 7.1.0.4022
Citrix StoreFront Services 2.1.0.17
Citrix Netscaler Appliance 10.1 Build 128.8
Citrix App Orchestrator 2.5
Citrix Cloud Portal Services Manager 11.1
Citrix Netscaler 10.1 Build 128.8
VMware vCenter 5.5.0 Build 1476327
VMware vSphere ESXi 5.5 5.5.0 Build 1746018
EMC VAAI Plugin 1.0-11
EMC Power Path for VMware 5.9 SP1 Build 011
EMC VNX Block Operating System 05.33.000.5.051
EMC VNX File Operating System 8.1.2-51

Configuration Guidelines

The 2000 User Citrix DaaS Solution Provider design described in this document provides details for
configuring a fully redundant, highly-available configuration. Configuration guidelines are provided
that refer to which redundant component is being configured with each step, whether that be A or B. For
example Nexus A and Nexus B identify the pair of Cisco Nexus switches that are configured. The Cisco
UCS Fabric Interconnects are configured similarly.

Networking and Multi-tenancy

Cisco VMDC Architecture for Scalable, Secure and Resilient Infrastructure

The Cisco VMDC is a tested and validated reference architecture for the Cisco Unified Data Center. It
provides a set of guidelines and best practices for the creation and deployment of a scalable, secure, and
resilient infrastructure in the data center. The Cisco VMDC architecture demonstrates how to bring
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together the latest Cisco routing and switching technologies, network services, data center and cloud
security, automation, and integrated solutions with those of Cisco's ecosystem of partners to develop a
trusted approach to data center transformation. Specific benefits include:

» Demonstrated solutions to critical technology-related problems in evolving IT infrastructure:
Provides support for cloud computing, applications, desktop virtualization, consolidation and
virtualization, and business continuance

* Reduced time to deployment: Provides best-practice recommendations based on a fully tested and
validated architecture, helping enable technology adoption and rapid deployment

* Reduced risk: Enables enterprises and service providers to deploy new architectures and
technologies with confidence

» Increased flexibility: Enables rapid, on-demand, workload deployment in a multitenant environment
using a comprehensive automation framework with portal-based resource provisioning and
management capabilities

« Improved operating efficiency: Integrates automation with a multitenant pool of computing,
networking, and storage resources to improve asset use, reduce operation overhead, and mitigate
operation configuration errors

The Cisco VMDC architecture, consisting of the Cisco Unified Data Center and Cisco Data Center
Interconnect (DCI) together with other architectural components such as infrastructure abstraction,
orchestration and automation, assurance, and integrated services and applications, as shown in
Figure 12, provide comprehensive guidelines for deployment of cloud infrastructure and services at
multiple levels.

Figure 12 Cisco VMDC Components
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Cisco VMDC Architecture

This section describes the primary components of the Cisco VMDC architecture:
e  Modular building blocks

» Resilient network fabric

e Multilayer end-to-end security

« Intelligent network-based services

« Efficient data center interconnection for business continuity

» Comprehensive cloud service management

» Integrated applications and services

Modular Building Blocks: Integrated Systems, Points of Delivery (PoDs), and Data Centers

The Cisco VMDC architecture builds on existing integrated system components such as VSPEX (using
the Cisco UCS platform and EMC storage) and Vblock ™ Infrastructure Packages (using the Cisco UCS
platform and EMC storage, integrated through the Virtual Computing Environment (VCE) coalition). In
both cases, VMware software is used for virtualization; however, other hypervisors such as Microsoft
Hyper-V, Red Hat KVM, and Citrix XenServer can also be used in designing basic integrated system
building blocks. The Cisco VMDC architecture supports all variations.

Another modular building block of the Cisco VMDC architecture is the point of delivery (PoD), as
shown in Figure 13, which contains standardized computing, storage, and networking components, as
predefined integrated FlexPod or Vblock systems, and customized computing and storage systems, as
needed by the deployment. The PoD concept and architecture is not limited to Cisco UCS and can be
modified and extended to include other computing and storage stacks.

Figure 13 Point of Delivery
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PoDs can contain localized network-based services such as firewalls and load balancers. PoDs can be
created to house different application or service loads. Each PoD can be mapped to a class of
applications, such as IT applications (print and file services, for example) or dedicated application
servers (for SAP, for example). For orchestration and automation, a PoD represents a shared resource
pool in a common administrative domain and can be autodiscovered by the operation software and
configured for the specific defined service profile. Factors that go into PoD sizing and definition include:

» Storage capacity: Balance of computing needs to storage 1/O operations per second (IOPS)

» Computing capacity: VMware vSphere cluster sizing and VMware vCenter domain management
considerations

* Layer 2 scale considerations: MAC address and Address Resolution Protocol (ARP) capacity and
VLAN scaling budgets

e Service insertion requirements: Scale and performance of network-based services such as load
balancing and firewalling; a PoD may have its own dedicated set of load balancing and firewall
service engines

¢ Application requirements: Requirements of specific applications; for example, some PoDs can be
dedicated to VDI, and others can be dedicated to media applications

* Management requirements: Some PoDs can be dedicated to specific functions such as management

Multiple PoDs can be connected together to make up a data center, as shown in Figure 14. To design the
optimal network for PoD connectivity, organizations need to consider the data center scale, network
resiliency and tolerance to failure, security through traffic separation and protection, consumer and
operator access control, and traffic characteristics and requirements of the applications and services that
are hosted in the PoDs. The Cisco VMDC architecture provides all necessary details for these design
considerations in a modular fashion, hence enabling creation of data centers that can grow and expand
with ease.
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Figure 14 Connecting Multiple PoDs
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In addition to the basic connectivity within a data center, which may span multiple buildings in a campus
or metropolitan network, the Cisco VMDC architecture specifies optimal connectivity between multiple
sites that can be separated by farther distances. These specifications are part of the Cisco DCI module
of Cisco VMDC. Use of resilient, secure, and efficient DCI methods enables application mobility at
scale and the capacity to provide disaster recovery and business continuance.

Because the Cisco VMDC architecture is well documented, we did not include deployment steps for this
flexible, modular system in this paper.

For more information on Cisco’s VMDC architecture, go to:

http://www.cisco.com/c/en/us/solutions/collateral/enterprise/data-center-designs-cloud-computing/whi
te_paper_c11-714729.html

The VLAN configuration recommended for the environment includes a total of eight VLANS as outlined
in the Table 3.

Table 3 VLAN Configuration
VLAN VLAN Use
Name ID
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VMware Clusters

We utilized four VMware Clusters in one data center to support the solution and testing environment:

MGMT-I 71 In Band Management Network

B

vMotion 73 vMotion

Server 75 VLAN for clients in hardware isolated
Isolated environment.
Clients

Private 77 VLAN for all of Private Tenant 1 (Infrastructure
Tenant 2 and Clients

SP DaaS Service Provider DaaS
XenDesktop RDS Clusters (Windows Server 2012 R2 hosted shared desktops)
XenDesktop Server Virtual Desktop Cluster (Windows Server 2012 R2 ServerVDI)

Infrastructure Cluster (vCenter, Active Directory, DNS, DHCP, SQL Clusters, XenDesktop
Controllers, Provisioning Servers, and Nexus 1000V Virtual Switch Manager appliances, etc.)
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Figure 15 vCenter Data Centers and Clusters Deployed
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Infrastructure Components

This section describes the infrastructure components used in the solution outlined in this study.

Cisco Unified Computing System (UCS)

Cisco UCS is a set of pre-integrated data center components that comprises blade servers, adapters,
fabric interconnects, and extenders that are integrated under a common embedded management system.
This approach results in far fewer system components and much better manageability, operational
efficiencies, and flexibility than comparable data center platforms.

Cisco Unified Computing System Components

Cisco UCS components are shown in Figure 16.
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Figure 16 Cisco Unified Computing System Components
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The Cisco UCS is designed from the ground up to be programmable and self integrating. A server’s
entire hardware stack, ranging from server firmware and settings to network profiles, is configured
through model-based management. With Cisco virtual interface cards, even the number and type of I/O
interfaces is programmed dynamically, making every server ready to power any workload at any time.

With model-based management, administrators manipulate a model of a desired system configuration,
associate a model’s service profile with hardware resources and the system configures itself to match the
model. This automation speeds provisioning and workload migration with accurate and rapid scalability.
The result is increased IT staff productivity, improved compliance, and reduced risk of failures due to

inconsistent configurations.

Cisco Fabric Extender technology reduces the number of system components to purchase, configure,
manage, and maintain by condensing three network layers into one. It eliminates both blade server and
hypervisor-based switches by connecting fabric interconnect ports directly to individual blade servers
and virtual machines. Virtual networks are now managed exactly as physical networks are, but with
massive scalability. This represents a radical simplification over traditional systems, reducing capital
and operating costs while increasing business agility, simplifying and speeding deployment, and
improving performance.
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Fabric Interconnect

Cisco UCS Fabric Interconnects create a unified network fabric throughout the Cisco UCS. They provide
uniform access to both networks and storage, eliminating the barriers to deploying a fully virtualized
environment based on a flexible, programmable pool of resources.

Cisco Fabric Interconnects comprise a family of line-rate, low-latency, lossless 10-GE, Cisco Data
Center Ethernet, and FCoE interconnect switches. Based on the same switching technology as the Cisco
Nexus 5000 Series, Cisco UCS 6000 Series Fabric Interconnects provide the additional features and
management capabilities that make them the central nervous system of Cisco UCS.

The Cisco UCS Manager software runs inside the Cisco UCS Fabric Interconnects. The Cisco UCS 6000
Series Fabric Interconnects expand the UCS networking portfolio and offer higher capacity, higher port
density, and lower power consumption. These interconnects provide the management and
communication backbone for theCisco UCS B-Series Blades and Cisco UCS Blade Server Chassis.

All chassis and all blades that are attached to the Fabric Interconnects are part of a single, highly
available management domain. By supporting unified fabric, the Cisco UCS 6200 Series provides the
flexibility to support LAN and SAN connectivity for all blades within its domain right at configuration
time. Typically deployed in redundant pairs, the Cisco UCS Fabric Interconnect provides uniform access
to both networks and storage, facilitating a fully virtualized environment.

The Cisco UCS Fabric Interconnect family is currently comprised of the Cisco 6100 Series and Cisco
6200 Series of Fabric Interconnects.

Cisco UCS 6248UP 48-Port Fabric Interconnect

The Cisco UCS 6248UP 48-Port Fabric Interconnect is a 1 RU, 10-GE, Cisco Data Center Ethernet,
FCoE interconnect providing more than 1Tbps throughput with low latency. It has 32 fixed ports of Fibre
Channel, 10-GE, Cisco Data Center Ethernet, and FCoE SFP+ ports.

One expansion module slot can be up to sixteen additional ports of Fibre Channel, 10-GE, Cisco Data
Center Ethernet, and FCoE SFP+.

Cisco UCS 6248UP 48-Port Fabric Interconnects were used in this study.

Cisco UCS 2200 Series 10 Module

The Cisco UCS 2100/2200 Series FEX multiplexes and forwards all traffic from blade servers in a
chassis to a parent Cisco UCS Fabric Interconnect over from 10-Gbps unified fabric links. All traffic,
even traffic between blades on the same chassis, or VMs on the same blade, is forwarded to the parent
interconnect, where network profiles are managed efficiently and effectively by the Fabric Interconnect.
At the core of the Cisco UCS Fabric Extender are ASIC processors developed by Cisco that multiplex
all traffic.

Up to two fabric extenders can be placed in a blade chassis.

Cisco UCS 2104 has eight I0GBASE-KR connections to the blade chassis mid-plane, with one
connection per fabric extender for each of the chassis’ eight half slots. This gives each half-slot blade
server access to each of two 10-Gbps unified fabric-based networks via SFP+ sockets for both
throughput and redundancy. It has 4 ports connecting up the fabric interconnect.

Cisco UCS 2208 has thirty-two 10GBASE-KR connections to the blade chassis midplane, with one
connection per fabric extender for each of the chassis’ eight half slots. This gives each half-slot blade
server access to each of two 4x10-Gbps unified fabric-based networks via SFP+ sockets for both
throughput and redundancy. It has 8 ports connecting up the fabric interconnect.

Cisco UCS 2208 fabric extenders were utilized in this study.
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Cisco UCS Chassis

The Cisco UCS 5108 Series Blade Server Chassis is a 6 RU blade chassis that will accept up to eight
half-width Cisco UCS B-Series Blade Servers or up to four full-width Cisco UCS B-Series Blade
Servers, or a combination of the two. The Cisco UCS 5108 Series Blade Server Chassis can accept four
redundant power supplies with automatic load-sharing and failover and two Cisco UCS (either 2100 or
2200 series ) Fabric Extenders. The chassis is managed by Cisco UCS Chassis Management Controllers,
which are mounted in the Cisco UCS Fabric Extenders and work in conjunction with the Cisco UCS
Manager to control the chassis and its components.

A single Cisco UCS managed domain can theoretically scale to up to 40 individual chassis and 320 blade
servers. At this time Cisco supports up to 20 individual chassis and 160 blade servers.

Basing the I/0 infrastructure on a 10-Gbps unified network fabric allows the Cisco UCS to have a
streamlined chassis with a simple yet comprehensive set of I/O options. The result is a chassis that has
only five basic components:

e The physical chassis with passive midplane and active environmental monitoring circuitry

* Four power supply bays with power entry in the rear, and hot-swappable power supply units
accessible from the front panel

« FEight hot-swappable fan trays, each with two fans
» Two fabric extender slots accessible from the back panel

» Eight blade server slots accessible from the front panel

Cisco UCS B200 M3 Blade Server

Cisco UCS B200 M3 is a third generation half-slot, two-socket Blade Server. The Cisco UCS B200 M3
harnesses the power of the latest Intel® Xeon® processor E5-2600 v2 product family, with up to 768 GB
of RAM (using 32GB DIMMs), two optional SAS/SATA/SSD disk drives, and up to dual 4x 10 Gigabit
Ethernet throughput, utilizing our VIC 1240 LAN on motherboard (LOM) design. The Cisco UCS B200
M3 further extends the capabilities of Cisco UCS by delivering new levels of manageability,
performance, energy efficiency, reliability, security, and I/O bandwidth for enterprise-class
virtualization and other mainstream data center workloads.

In addition, customers who initially purchased Cisco UCS B200M3 blade servers with Intel ES-2600
series processors, can field upgrade their blades to the second generation E5-2600 processors, providing
increased processor capacity and providing investment protection
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Figure 17 Cisco UCS B200 M3 Server

Cisco UCS VIC1240 Converged Network Adapter

A Cisco® innovation, the Cisco UCS Virtual Interface Card (VIC) 1240 (Figure 1) is a 4-port 10 Gigabit
Ethernet, Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM)
designed exclusively for the M3 generation of Cisco UCS B-Series Blade Servers. When used in
combination with an optional Port Expander, the Cisco UCS VIC 1240 capabilities can be expanded to
eight ports of 10 Gigabit Ethernet.

The Cisco UCS VIC 1240 enables a policy-based, stateless, agile server infrastructure that can present
up to 256 PCle standards-compliant interfaces to the host that can be dynamically configured as either
network interface cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1240

supports Cisco Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends the
Cisco UCS fabric interconnect ports to virtual machines, simplifying server virtualization deployment.

Figure 18 Cisco UCS VIC 1240 Converged Network Adapter
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Figure 19 The Cisco UCS VIC1240 Virtual Interface Cards Are Deployed in the Cicso UCS B-Series B200
M3 Blade Servers
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Cisco UCS Director

Cisco UCS Director improves consistency, efficiency, and speed within your organization. It
accomplishes this by replacing time-consuming, manual provisioning and de-provisioning of data center
resources with automated workflows. Cisco UCS Director reduces delivery time from weeks to minutes.

Superior IaaS Management Capabilities

Unified infrastructure provisioning and management delivers superior infrastructure as a service (IaaS)
management capabilities with the following benefits:

¢ Out-of-box task library that spans Cisco and third-party hardware solutions to build your
infrastructure in minutes

* Reduction of data center complexity by replacing manual provisioning and de-provisioning tasks
with workflows that span computing, network, storage, and virtualization functions

» Lowering of capital expenses with real-time monitoring, dynamic load balancing, and optimum
resource usage

Multi-Hypervisor Solution

With support for VMware, Microsoft Hyper-V, and Red Hat KVM hypervisors, Cisco UCS Director’s
task library supports creation, manipulation, and editing of virtual machines, hosts, and virtual networks.
Broad OS guest support facilitates cloning of Windows and Linux virtual machines, and also monitors
host and virtual machine memory and resource use. It offers:
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» Support for NetApp Virtual Storage Console on Clustered Data ONTAP to deliver fast and efficient
cloning of virtual machines with low storage use

» Support for Microsoft System Center Virtual Machine Manager networking models and Hyper-V
infrastructure management

» Support for Cisco Nexus 1000V and Citrix network devices within Microsoft System Center Private
Cloud

Multivendor Solution

Because your data center comprises diverse technologies, Cisco UCS Director delivers heterogeneous
infrastructure management. The benefits include:

* Support for Hewlett Packard Onboard Administrator to install bare-metal blades and manage them
using Cisco UCS Director’s task library

« Extensive enhancements for VMware, VCE, and EMC solution components

» Integration of third-party solutions into the Cisco UCS Director management platform with a
publicly available software development kit

EMC Storage Architecture Design

The EMC VNX™ family is optimized for virtual applications delivering industry-leading innovation
and enterprise capabilities for file, block, and object storage in a scalable, easy-to-use solution. This

next-generation storage platform combines powerful and flexible hardware with advanced efficiency,
management, and protection software to meet the demanding needs of today’s enterprises.

EMC VNX5600 used in this solution provides comprehensive storage architecture for hosting all virtual
desktop components listed below on a unified storage platform.

« ESXi OS is stored on an FC LUN from which each vSphere host is booted. The boot from SAN
design allows UCS service profiles to be portable from one blade to another when the blades do not
use local disks.

e PVS vDisk is hosted on a VNX CIFS share to provide central management of vDisk by eliminating
duplicated copies of the same vDisk image.

e PVS write cache and infrastructure VMs hosted on VNX NFS datastores simplifies VM storage
provisioning.

» User profiles defined by Citrix User Profile Management (UPM) and user home directories both
reside on VNX CIFS shares that can leverage VNX deduplication, compression, and data protection.

Enhancements in XenDesktop 7.5

Citrix XenDesktop 7.5 includes significant enhancements to help customers deliver Windows apps and
desktops as mobile services while addressing management complexity and associated costs.
Enhancements in this release include:

» Unified product architecture for XenApp and XenDesktop—the FlexCast Management Architecture
(FMA). This release supplies a single set of administrative interfaces to deliver both hosted-shared
applications (RDS) and complete virtual desktops (VDI). Unlike earlier releases that separately
provisioned Citrix XenApp and XenDesktop farms, the XenDesktop 7.5 release allows
administrators to deploy a single infrastructure and use a consistent set of tools to manage mixed
application and desktop workloads.
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» Support for extending deployments to the cloud. This release provides the ability for hybrid cloud
provisioning from Amazon Web Services (AWS) or any Cloud Platform-powered public or private
cloud. Cloud deployments are configured, managed, and monitored through the same administrative
consoles as deployments on traditional on-premises infrastructure.

« Enhanced HDX technologies. Since mobile technologies and devices are increasingly prevalent,
Citrix has engineered new and improved HDX technologies to improve the user experience for
hosted Windows apps and desktops.

e A new version of StoreFront. The StoreFront 2.5 release provides a single, simple, and consistent
aggregation point for all user services. Administrators can publish apps, desktops, and data services
to StoreFront, from which users can search and subscribe to services.

« Remote power control for physical PCs. Remote PC access supports “Wake on LAN” that adds the
ability to power on physical PCs remotely. This allows users to keep PCs powered off when not in
use to conserve energy and reduce costs.

e Full AppDNA support. AppDNA provides automated analysis of applications for Windows
platforms and suitability for application virtualization through App-V, XenApp, or XenDesktop.
Full AppDNA functionality is available in some editions.

« Additional virtualization resource support. As in this Cisco Validated Design, administrators can
configure connections to VMware vSphere 5.5 hypervisors.

FlexCast Management Architecture (FMA) Technology

In Citrix XenDesktop 7.5, FlexCast Management Architecture (FMA) technology is responsible for
delivering and managing hosted-shared RDS apps and complete VDI desktops. By using Citrix Receiver
with XenDesktop 7.5, users have access to a device-native experience on a variety of endpoints,
including Windows, Mac, Linux, i0OS, Android, ChromeOS, and Blackberry devices.
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Figure 20 Key components in a typical deployment using FlexCast technology
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The diagram above shows the key components in a typical XenDesktop deployment:

Director — Director is a web-based tool that enables IT support and help desk teams to monitor an
environment, troubleshoot issues before they become system-critical, and perform support tasks for
end users.

Receiver — Installed on user devices, Citrix Receiver provides users with quick, secure, self-service
access to documents, applications, and desktops. Receiver provides on-demand access to Windows,
Web, and Software as a Service (SaaS) applications.

StoreFront — StoreFront authenticates users to sites hosting resources and manages stores of
desktops and applications that users can access.

Studio — Studio is the management console to set up the environment, create workloads to host
applications and desktops, and assign applications and desktops to users.

License server —At least one license server is needed to store and manage license files.

Delivery Controller — Installed on servers in the data center, the Delivery Controller consists of
services that communicate with the hypervisor to distribute applications and desktops, authenticate
and manage user access, and broker connections between users and their virtual desktops and
applications. The Controller manages the desktop state, starting and stopping them based on demand
and administrative configuration. Each XenDesktop site has one or more Delivery Controllers.

Hypervisor —Hypervisor technology is used to provide an enterprise-class virtual machine
infrastructure that is the foundation for delivering virtual applications and desktops. Citrix
XenDesktop is hypervisor-agnostic and can be deployed with Citrix XenServer, Microsoft Hyper-V,
or VMware vSphere. For this CVD, the hypervisor used was VMware ESXi 5.5.

Virtual Delivery Agent (VDA) — Installed on server or workstation operating systems, the VDA
enables connections for desktops and apps. For Remote PC Access, install the VDA on the office
PC.
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* Machine Creation Services (MCS) — A collection of services that work together to create virtual
servers and desktops from a master image on demand, optimizing storage utilization and providing
a pristine virtual machine to users every time they log on. Machine Creation Services is fully
integrated and administrated in Citrix Studio.

*  Windows Server OS machines — These are VMs or physical machines based on Windows Server
operating system used for delivering applications or hosted shared desktops to users.

» Desktop OS machines — These are VMs or physical machines based on Windows Desktop
operating system used for delivering personalized desktops to users, or applications from desktop
operating systems.

* Remote PC Access — User devices that are included on a whitelist, enabling users to access
resources on their office PCs remotely, from any device running Citrix Receiver.

In addition, Citrix Provisioning Services (PVS) technology is responsible for streaming a shared virtual
disk (vDisk) image to the configured Server OS or Desktop OS machines. This streaming capability
allows VMs to be provisioned and re-provisioned in real-time from a single image, eliminating the need
to patch individual systems and conserving storage. All patching is done in one place and then streamed
at boot-up. PVS supports image management for both RDS and VDI-based machines, including support
for image snapshots and rollbacks.

High-Definition User Experience (HDX) Technology

High-Definition User Experience (HDX) technology in this release is optimized to improve the user
experience for hosted Windows apps on mobile devices. Specific enhancements include:

 HDX Mobile™ technology, designed to cope with the variability and packet loss inherent in today’s
mobile networks. HDX technology supports deep compression and redirection, taking advantage of
advanced codec acceleration and an industry-leading H.264-based compression algorithm. The
technology enables dramatic improvements in frame rates while requiring significantly less
bandwidth. Real-time multimedia transcoding improves the delivery of Windows Media content
(even in extreme network conditions). HDX technology offers a rich multimedia experience and
optimized performance for voice and video collaborations.

* HDX Touch technology enables mobile navigation capabilities similar to native apps, without
rewrites or porting of existing Windows applications. Optimizations support native menu controls,
multi-touch gestures, and intelligent sensing of text-entry fields, providing a native application look
and feel.

* HDX 3D Pro uses advanced server-side GPU resources for compression and rendering of the latest
OpenGL and DirectX professional graphics apps. GPU support includes both dedicated user and
shared user workloads. In this release, HDX 3D Pro has been upgraded to support Windows 8.

HSD and VDI Services

IT departments strive to deliver application services to a broad range of enterprise users that have
varying performance, personalization, and mobility requirements. Citrix XenDesktop 7.5 allows IT to
configure and deliver any type of virtual desktop or app, hosted or local, and optimize delivery to meet
individual user requirements, while simplifying operations, securing data, and reducing costs.
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Figure 21 XenDesktop 7.5
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As depicted above, the XenDesktop 7.5 release allows administrators to create a single infrastructure
that supports multiple modes of service delivery, including:

Application Virtualization and Hosting (via XenApp). Applications are installed on or streamed to
Windows servers in the data center and remotely displayed to users’ desktops and devices.

Hosted Shared Desktops (RDS). Multiple user sessions share a single, locked-down Windows
Server environment running in the datacenter and accessing a core set of apps. This model of service
delivery is ideal for task workers using low intensity applications, and enables more desktops per
host compared to VDI.

Pooled VDI Desktops. This approach leverages a single desktop OS image to create multiple thinly
provisioned or streamed desktops. Optionally, desktops can be configured with a Personal vDisk to
maintain user application, profile and data differences that are not part of the base image. This
approach replaces the need for dedicated desktops, and is generally deployed to address the desktop
needs of knowledge workers that run more intensive application workloads.

VM Hosted Apps (16 bit, 32 bit, or 64 bit Windows apps). Applications are hosted on virtual
desktops running Windows 7, XP, or Vista and then remotely displayed to users’ physical or virtual
desktops and devices.

This CVD focuses on delivering a mixed workload consisting of hosted shared desktops (HSD based on
RDS) and hosted virtual desktops (VDI).

Citrix Provisioning Services

Citrix XenDesktop 7.5 can be deployed with or without Citrix Provisioning Services (PVS). The
advantage of using Citrix PVS is that it allows virtual machines to be provisioned and re-provisioned in
real-time from a single shared-disk image. In this way administrators can completely eliminate the need
to manage and patch individual systems and reduce the number of disk images that they manage, even
as the number of machines continues to grow, simultaneously providing the efficiencies of a centralized
management with the benefits of distributed processing.
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The Provisioning Services solution’s infrastructure is based on software-streaming technology. After
installing and configuring Provisioning Services components, a single shared disk image (vDisk) is
created from a device’s hard drive by taking a snapshot of the OS and application image, and then storing
that image as a vDisk file on the network. A device that is used during the vDisk creation process is the
Master target device. Devices or virtual machines that use the created vDisks are called target devices.

When a target device is turned on, it is set to boot from the network and to communicate with a
Provisioning Server. Unlike thin-client technology, processing takes place on the target device (Step 1).

The target device downloads the boot file from a Provisioning Server (Step 2) and boots. Based on the
boot configuration settings, the appropriate vDisk is mounted on the Provisioning Server (Step 3). The
vDisk software is then streamed to the target device as needed, appearing as a regular hard drive to the
system.

Instead of immediately pulling all the vDisk contents down to the target device (as with traditional
imaging solutions), the data is brought across the network in real-time as needed. This approach allows
a target device to get a completely new operating system and set of software in the time it takes to reboot.
This approach dramatically decreases the amount of network bandwidth required and making it possible
to support a larger number of target devices on a network without impacting performance

Citrix PVS can create desktops as Pooled or Private:

* Pooled Desktop: A pooled virtual desktop uses Citrix PVS to stream a standard desktop image to
multiple desktop instances upon boot.

« Private Desktop: A private desktop is a single desktop assigned to one distinct user.

The alternative to Citrix Provisioning Services for pooled desktop deployments is Citrix Machine
Creation Services (MCS), which is integrated with the XenDesktop Studio console.

Locating the PVS Write Cache

When considering a PVS deployment, there are some design decisions that need to be made regarding
the write cache for the target devices that leverage provisioning services. The write cache is a cache of
all data that the target device has written. If data is written to the PVS vDisk in a caching mode, the data
is not written back to the base vDisk. Instead it is written to a write cache file in one of the following
locations:

e Cache on device hard drive. Write cache exists as a file in NTFS format, located on the
target-device’s hard drive. This option frees up the Provisioning Server since it does not have to
process write requests and does not have the finite limitation of RAM.

* Cache on device hard drive persisted. (Experimental Phase) This is the same as “Cache on device
hard drive”, except that the cache persists. At this time, this method is an experimental feature only,
and is only supported for NT6.1 or later (Windows 7 and Windows 2008 R2 and later). This method
also requires a different bootstrap.

e Cache in device RAM. Write cache can exist as a temporary file in the target device’s RAM. This
provides the fastest method of disk access since memory access is always faster than disk access.
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e Cache in device RAM with overflow on hard disk. This method uses VHDX differencing format
and is only available for Windows 7 and Server 2008 R2 and later. When RAM is zero, the target
device write cache is only written to the local disk. When RAM is not zero, the target device write
cache is written to RAM first. When RAM is full, the least recently used block of data is written to
the local differencing disk to accommodate newer data on RAM. The amount of RAM specified is
the non-paged kernel memory that the target device will consume.

* Cache on a server. Write cache can exist as a temporary file on a Provisioning Server. In this
configuration, all writes are handled by the Provisioning Server, which can increase disk I/O and
network traffic. For additional security, the Provisioning Server can be configured to encrypt write
cache files. Since the write-cache file persists on the hard drive between reboots, encrypted data
provides data protection in the event a hard drive is stolen.

* Cache on server persisted. This cache option allows for the saved changes between reboots. Using
this option, a rebooted target device is able to retrieve changes made from previous sessions that
differ from the read only vDisk image. If a vDisk is set to this method of caching, each target device
that accesses the vDisk automatically has a device-specific, writable disk file created. Any changes
made to the vDisk image are written to that file, which is not automatically deleted upon shutdown.

In this CVD, PVS 7.1 was used to manage Pooled Desktops with cache on device storage for each virtual
machine. This design enables good scalability to many thousands of desktops. Provisioning Server 7.1
was used for Active Directory machine account creation and management as well as for streaming the
shared disk to the hypervisor hosts.

Citrix App Orchestration

Citrix App Orchestration allows CSPs to orchestrate and automate the delivery of applications and
desktops in multi-tenant environments and across multiple products, sites, and datacenters. With App
Orchestration, hosted service providers can:

¢ Manage XenApp and XenDesktop across multiple locations, including multiple datacenters in
multiple versions, sites or farms, Active Directory domains, and datacenters

» Provide consistent configuration across global deployments spanning multiple delivery sites,
eliminating configuration drift and issues

» Define tenant and user affinity to deliver offerings to primary and backup locations, for optimum
continuity and fault tolerance

* Provision desktops and applications on any supported hypervisor. App Orchestration can
incorporate externally provisioned VMs (e.g., provisioning via PVS as in this reference
architecture).

App Orchestration 2.5 works with XenDesktop 7.5 to automate deployment of machine catalogs,
Delivery Sites, and Delivery Groups for delivering applications and desktops (known as “offerings”) to
users. Offerings are containers that help CSPs define a set of apps, desktops, and resources. They are
designed so that tenant users can select them as needed from an application storefront.

App Orchestration provides a configuration system that enables a multi-tenant data model with flexible
isolation concepts at its core (permitting separate isolation models for each service). It also features a
simple user interface and automated workflows that control XenDesktop, Active Directory, and other
components.

For detailed information about planning, installing, and configuring Citrix App Orchestration, see the
App Orchestration documentation
http://support.citrix.com/proddocs/topic/app-orchestration/cao-app-orchestration-25-landing.html
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Citrix CloudPortal Services Manager

Citrix CloudPortal Services Manager (CPSM) is a self-service portal that helps providers manage the
delivery of cloud services and customer offerings. It drives App Orchestration operation by associating
desired states with tenants and allowing services to be provisioned to users. CPSM provides
out-of-the-box support for Desktop-as-a-Service and Windows applications (powered by Citrix XenApp
and Citrix XenDesktop), as well as popular business applications and services like Microsoft Exchange,
Office, SharePoint, Lync, web and data hosting, and virtualization service management. Customers and
sub-customers (i.e., such as a reseller’s customers) that lack IT expertise can add or change services,
view reports, manage users, and perform day-to-day administration tasks through the self-service
interface.

Figure 22 Citrix CloudPortal Services Manager Provisioning Capabilities
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CloudPortal Services Manager provides the following features to simplify and streamline application
service provisioning within the CSP reference architecture:

e Secure delegation of administrative tasks. Day-to-day administrative tasks, such as creating
users, resetting passwords, and provisioning applications and services, are delegated to the customer
(or sub-customer in reseller situations) for streamlined management, reduced support costs, and
improved quality of service and response time.

« Simplified user interface. The easy-to-use self-service web portal interface enables helpdesk staff
and customers to manage their application and service offerings without requiring intense training
or expensive skillsets.

¢ Consolidated management of multiple customer environments. Multiple customers in a
multi-tenant infrastructure can be managed from a single web-based interface, simplifying
administration and enabling faster response times.

* Wizard-driven interface for adding new customers and users. Adding new users and customers
is easy and simple — required information fields are displayed in a familiar, web-based form. The
User Copy feature allows an existing user’s profile and services to be replicated to a new user for
even faster user creation. Multiple users can also be imported from a simple Microsoft Excel
spreadsheet, allowing customers to get started quickly and efficiently.

* Customer resource and limit configuration. Establishing limit configurations prevents customers
from overprovisioning services.
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* Reporting. By tracking and monitoring the environment, CPSM supports the creation of customized
reports for usage and billing.

Solution Architecture

Citrix DaaS Design Fundamentals

DaaS solutions can provide the “anytime, anywhere, any device” access to Windows desktops and
applications that workers need for optimal efficiency. For subscribers, the Cisco and Citrix architecture
brings a native user experience across a range of endpoints—smartphones, tablets, laptops, PCs, and
Macs—even on low-bandwidth mobile networks. From the provider’s perspective, implementing the
Cisco and Citrix architecture on Cisco UDC platforms enables cost-effective services at cloud-scale
across multiple tenants, infrastructure resources, and datacenters.

For customers with stringent security requirements, providers can deploy services using dedicated rather
than shared resources. Sharing resources (and using session isolation) enables a lower cost model for
tenants with less rigorous security needs.

Isolation Models

Three common multi-tenancy isolation models are used in the market today — Shared Delivery
Group/Shared Delivery Site, Private Delivery Group/Shared Delivery Site, and Private Delivery
Group/Private Delivery Site. The models differ according to the type of isolation they employ.

Shared Delivery Group/Shared Delivery Site Isolation Model

With the Shared Delivery Group/Shared Delivery Site isolation model, tenants share a single site
infrastructure and session host, but each tenant’s applications and desktops run within an isolated session
on the same virtual machine. This approach is not recommended from a best practice or security
perspective, but it is a common model in use for smaller providers today, particularly for those CSPs
offering basic, standard desktop services where cost — not security — is the most significant business
concern. This CVD does not demonstrate the deployment of this type of isolation model.

Figure 23 Multi-Tenancy: Shared Delivery Group isolation
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Key characteristics of this model include:

» Users from multiple tenants have isolated sessions on a shared virtual machine (called a Session
Machine). This requires appropriate lockdown of Session Machines to minimize the possibility of a
user on one tenant negatively affecting users of another tenant. However, there is still a chance that
a user can compromise a server (thus affecting another tenant's users).
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User performance guarantees can be established by using the CPU Utilization Management feature.

A separate web interface site can provide custom branding for each tenant. In addition, Microsoft
Windows and Citrix policies in Active Directory can provide a highly customized experience to
users (for example, wallpaper, theme, Citrix HDX settings, and so on).

This method of multi-tenancy is extremely cost-effective because a CSP can spread infrastructure
costs across multiple tenants.

Private Delivery Group/Shared Delivery Site Isolation Model

The Private Delivery Group/Shared Delivery Site isolation model provides isolation at the virtual
machine layer. Tenants share a single XenDesktop Delivery Controller management network (including
a shared XenDesktop site and infrastructure components). Session Machines, on the other hand, are
connected to the tenant's private management network, supplying isolation through tenant-specific
virtual machines. More and more CSPs are moving to this method. Although it does not provide the strict
security of the Private Delivery Site isolation model (which is described next), for many tenants this
model provides arguably the most optimal blend of isolation, performance, customization, self-service
administration, and cost — a combination that translates into a very attractive offering.

Figure 24 Multi-Tenancy: Private Delivery Group/Shared Delivery Site Isolation
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Key characteristics of this model include:

Each tenant has a dedicated pool of session servers. Delivery Groups and Session Machine Catalogs
in App Orchestration simplify deployment. As a best practice, administrators should still always
lock down individual Session Machine hosts.

Because users from one tenant can have sessions only on designated servers, a user cannot
negatively impact the performance of another tenant's users. Administrators can further guarantee
performance to users by using additional capabilities within XenDesktop.

In addition to the customization capabilities mentioned in the shared deployment, each tenant can
have customized machine images for RDS and VDI workloads.

CSPs can allow tenants to perform some level of administration for their pool of session hosts or
dedicated desktops (e.g., helpdesk activity for viewing which users are logged onto which servers,
shadowing a session, or resetting a session).

Though each tenant has dedicated session hosts or desktops, the costs might not be much higher than
that of the shared model. This deployment method offers a blendof multi-tenancy capabilities at a
very reasonable cost.

Private Delivery Site Isolation Model

In the Private Delivery Site isolation model, one XenDesktop site (or VDI-in-a-Box grid with dedicated
infrastructure) is deployed per tenant. None of the infrastructure components are shared and Session
Machines and Delivery Sites are connected to the tenant's private management network. This model is
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best suited for tenants with stringent confidentiality and security requirements, such as federal agencies,
healthcare, and so on, or those with heavy-duty performance or customization needs. These capabilities
come at a cost, but most CSPs typically charge a premium for this type of service. It is understandably
less common to see deployments of this nature, but important to understand that the option exists. This
option is recommended for those environments where the tightest possible security, regardless of cost,
is the primary requirement.

Figure 25 Multi-Tenancy: Private Delivery Site Isolation

/s a ‘Management \

Machines
Tenant A Servers
& 8 Mahziéeh"lenf Machines
Tenant B SERICES

\ Private Delivery Site Isolation /

Key characteristics of this model include:

» Tenants are completely isolated including dedicated brokering operations.

» Performance guarantees are similar to the Private Delivery Group/Shared Delivery Site isolation
model.

* The customized experience aspects remain the same as that of the Private Delivery Group/Shared
Delivery Site isolation model.

« Service providers have the option to allow the tenant to perform a much higher level of self-service
administration (for example, help desk activity, managing session hosts, managing applications,
etc.).

» The costs are higher for this model because the infrastructure components are not shared between
tenants.

Citrix Provisioning Services 7.1

A significant advantage to service delivery via RDS and VDI is how these technologies simplify desktop
administration and management. Citrix Provisioning Services (PVS) takes the approach of streaming a
single shared virtual disk (vDisk) image rather than provisioning and distributing multiple OS image
copies across multiple virtual machines. One advantage of this approach is that it constrains the number
of disk images that must be managed, even as the number of desktops grows, ensuring image
consistency. At the same time, using a single shared image (rather than hundreds or thousands of desktop
images) significantly reduces the required storage footprint and dramatically simplifies image
management.

Since there is a single master image, patch management is simple and reliable. All patching is done on
the master image, which is then streamed as needed. When an updated image is ready for production,
the administrator simply reboots to deploy the new image. Rolling back to a previous image is done in
the same manner. Local hard disk drives in user systems can be used for runtime data caching or, in some
scenarios, removed entirely, lowering power usage, system failure rates, and security risks.
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After installing and configuring PVS components, a vDisk is created from a device’s hard drive by
taking a snapshot of the OS and application image, and then storing that image as a vDisk file on the
network. vDisks can exist on a Provisioning Server, file share, or in larger deployments (as in this CVD),
on a storage system with which the Provisioning Server can communicate (via iSCSI, SAN, NAS, and
CIFS). vDisks can be assigned to a single target device in Private Image Mode, or to multiple target
devices in Standard Image Mode.

When a user device boots, the appropriate vDisk is located based on the boot configuration and mounted
on the Provisioning Server. The software on that vDisk is then streamed to the target device and appears
like a regular hard drive to the system. Instead of pulling all the vDisk contents down to the target device
(as is done with some imaging deployment solutions), the data is brought across the network in real time,
as needed. This greatly improves the overall user experience since it minimizes desktop startup time.

This release of PVS extends built-in administrator roles to support delegated administration based on
groups that already exist within the network (Windows or Active Directory Groups). All group members
share the same administrative privileges within a XenDesktop site. An administrator may have multiple
roles if they belong to more than one group.

Citrix App Orchestration

App Orchestration follows the principle of “Desired State”. When a change to an orchestrated
deployment occurs, such as creating a Delivery Site or adding a Session Machine to a catalog, the change
is saved as a desired configuration in the database. The App Orchestration engine then issues all of the
actions required to apply the change. These actions are called workflows, which the administrator can
monitor from the App Orchestration management console. The configuration server applies changes
asynchronously, allowing multiple operations to occur across different products in the correct sequence
and over extended periods of time. If any failures result, they can be corrected and the system will
complete the change.

Figure 26 Citrix App Orchestration
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Orchestrating Multi-Tenant Isolation

Citrix App Orchestration simplifies the complex task of multi-tenant isolation by implementing the three
primary isolation models discussed earlier in this document. All three multi-tenancy isolation models
— Shared Delivery Group, Private Delivery Group/Shared Delivery Site, and Private Delivery Site —
can be delivered from the same datacenter. The reference architecture implements these isolation models
through App Orchestration Delivery Groups, Active Directory OUs, and Group Policy Objects (GPOs).
When administrators create a subscriber offering, they must specify the level of delivery isolation. They
must also specify the level of StoreFront isolation for each tenant imported into App Orchestration to

define whether the StoreFront server group is shared and whether the tenant uses a private or shared
store.

Citrix CloudPortal Services Manager

CloudPortal Services Manager is an easy-to-use web portal that helps service providers manage the
delivery of cloud services and offerings to their customers. It provides detailed management for
customers, users, services, and applications through a single interface. It supports:

e Channel and reseller enablement. Sub-customers can be nested within other customers to create a

hierarchy for reseller and channel use cases. CPSM sites can be branded for a personalized reseller
experience.

e Layered services. Services can be enabled at various layers — service provider, customer, and user
— for easier and faster management.

Key CPSM Components

The CPSM cloud platform has four primary components, listed in the table below with the corresponding
DNS alias and shown in Figure 27.

Component (DNS Alias) Note

CSPM Web/User Interface This is the Web server that is the user frontend. This server hosts the portal as

(CortexWeb) well as the APlIs that are used to access CPSM.

Provisioning Engine This is the backend for the CPSM environment. The provisioning engine is

(CortexProvisioning) workflow rules-based. The engine consists of MSMQ and the queue
monitoring process. Rules and actions are stored in the SQL database.

Database (CortexSQL) This is the SQL database used by the frontend and provisioning engine.

Reporting Services This server is used to generate reports regarding usage.

(CortexReports)
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Figure 27 Citrix CloudPortal Services Manager Architecture
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CloudPortal Services Manager User Interface

CloudPortal Services Manager (CPSM) provides a unified interface for CSP administration as well as
delegated administration to resellers and end-customers. The CPSM Web UI (CortexWeb) is loosely
coupled with the other CPSM components. This loose coupling provides several security benefits. The
web server has no dependency on Active Directory so it can essentially operate outside of the managed
domain. The website can be locked down and run with minimal administrative permissions while still
allowing the CPSM system to complete administrative tasks.
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CPSM System Databases

A Microsoft SQL Server (CortexSQL) provides the backbone of the CPSM system. The CPSM databases
store configuration information for all provisioned services, as well as all customer and user details. The
databases also act as a cache mechanism for Active Directory, ensuring rapid user response without the
need for slower AD queries. In addition, the databases store logging and auditing information for all
provisioning transactions that pass through the system.

CPSM Provisioning Engine

The CPSM provisioning engine (CortexProvisioning) runs as a Windows Service. It monitors the
provisioning queues for requests. When the provisioning engine receives a request, it follows
provisioning rules to determine the actions required to complete the task.

The provisioning rules are easily customized using a simple Windows-based graphical interface that also
provides a simple way to understand specific provisioning processes, which is helpful when
troubleshooting problems. This interface can also be used to customize the provisioning process and to
integrate new rules for custom services.

Each provisioning action performs a reusable piece of work, typically associated with provisioning
applications. CPSM includes over 100 provisioning actions. Example actions include:

e Creating an Active Directory user
» Creating a security group in Active Directory
¢ Creating a folder in a file system

e Creating an address list in Microsoft Exchange
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* Running a shell command or a Visual Basic script

All provisioning processes are built using provisioning actions, enabling quick setup with little coding,
while giving the service providers visibility into the processes being executed in their environment.

Active Directory Web Service (ADWS)

The Active Directory web service provides a secure and simple interface to Active Directory. The CPSM
website uses this service to perform real time tasks such as user authentication and password expiry
status.

Reporting

CPSM uses Microsoft SQL Server Reporting Services to deliver usage reporting capability through the
CloudPortal Services Manager user interface. CloudPortal Services Manager interacts directly with the
reporting services web service interface and allows controlled publishing of reports to all users of the
CloudPortal Services Manager system.

Customer Service Billing Report

EMC VNX5600 Storage Configuration

Figure 28 shows the physical storage layout of the disks in the reference architecture to support up to
2000 desktops.
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Figure 28 Storage Configuration
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The above storage layout is used for the following configurations:

* Four SAS disks (0_0 0to 0 _0 3) are used for the VNX OE.
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The VNX series does not require a dedicated hot spare drive. Disks 0 0 4,1 0 4,5 0 14, and
3 1 11to3 1 14 are unbound disks that can be used as hot spares when needed. These disks are
marked as hot spares in the diagram.

Four 200GB Flash drives are used for EMC VNX FAST Cache. See the “EMC FAST Cache in
Practice” section below to follow the FAST Cache configuration best practices.

Five SAS disks (1 0 5to1 0 9)onthe RAID 5 storage pool 1 are used to store the first pool of FC
boot LUNs for vSphere hosts.

Five SAS disks (1 _0 10to 1_0_14) on the RAID 5 storage pool 2 are used to store the second pool
of FC boot LUNSs for vSphere hosts.

Five SAS disks (2 0 0to 2 0 4) on the RAID 5 storage pool 3 are used to store the third pool of
FC boot LUNSs for vSphere hosts.

Five SAS disks (2 0 5to 2 0 9) on the RAID 5 storage pool 4 are used to store the first pool of
infrastructure VMs.

Five SAS disks (2 0 10to2 0 14) on the RAID 5 storage pool 5 are used to store the second pool
of infrastructure VMs.

Five SAS disks (3 0 0to 3 0 4) on the RAID 5 storage pool 6 are used to store the third pool of
infrastructure VMs.

Five SAS disks (3 0 5to3 0 9) on the RAID 5 storage pool 7 are used to store the first pool of
PVS vDisks.

Five SAS disks (3_0 10to 3 _0_14) on the RAID 5 storage pool 8 are used to store the second pool
of PVS vDisks.

Five SAS disks (4 0 0to4 0 4) on the RAID 5 storage pool 9 are used to store the third pool of
PVS vDisks.

Twenty four SAS disks (4 0 5to4 0 14and5 0 Oto5 0 13)onthe RAID 10 storage pool 10 are
used to store the first pool of PVS write cache allocated for the virtual desktops.

Eight SAS disks (0 1 0to 0 1 7) onthe RAID 10 storage pool 11 are used to store the second pool
of PVS write cache allocated for the virtual desktops.

Sixteen SAS disks (0 1 8to0 1 14and1 1 Oto1l 1 8)onthe RAID 10 storage pool 12 are used
to store the third pool of PVS write cache allocated for the virtual desktops.

Sixteen NL-SAS disks (1 1 9to1 1 14and2 1 0to2 1 9)on the RAID 6 storage pool 13 are
used to store the first pool of user profiles and home directories.

Eight NL-SAS disks (2. 1 10to2 1 14and3 1 O0to3 1 2)on the RAID 6 storage pool 14 are
used to store the second pool of user profiles and home directories.

Eight NL-SAS disks (3_1 3to3 1 10) on the RAID 6 storage pool 15 are used to store the third
pool of user profiles and home directories.

FAST Cache is enabled on all storage pools.
Disks 0 0 5to 0 0 24 are unbound. They are not used for testing this solution.
All SAS disks used for this solution are 300GB.

The graphic below illustrates how the EMC DataPools were defined per tenant prior to UCS Director
configured datastores.
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#of users # of tenants Total Isolation Model FlexCast Model (90/10 HSD/SVDI User data (CIFS)  User profile (CIFS) [BOSELUN(FE) " infra(NFS)  vDisk(CIFS) VLAN Isolation
users 5GBperuser  SOMBperuser  106Bper LUN  500GB per
DataStore
50 4 200 Shared Site Private Group Hosted Shared and Server VDI DataPool1 DataPooll BootLUNPool1 InfraPooll  vDiskPool1{iTB)  1.45TB Shared VLAN
100 1100 Shared Site Private Group Hosted Shared and Server VDI DataPool2 DataPool2 BootLUNPool1 InfraPooll  vDiskPool1{iTB)  0.75TB Shared VLAN
150 2300 Shared Site Private Group Hosted Shared and Server VDI DataPool1 DataPooll BootLUNPool1 InfraPooll  vDiskPool1{1TB)  2.10TB Shared VLAN
200 1 200 Private Delivery Site Hosted Shared and Server VDI DataPool3 DataPool3 BootLUNPooI2 InfraPool2  vDiskPool2{500GB) 1.327TB Dedicated VLAN
500 1 500 Shared Site Private Group Server Isolated  Hosted Shared and Server VDI DataPool2 DataPool2 BootLUNPool1 InfraPooll  vDiskPool1{iTB)  3.35TB Dedicated VLAN
700 1 700 Private Delivery Site Hosted Shared and Server VDI DataPool4. DataPoold BootLUNPooI3  InfraPool3  vDiskPool3{500GB)  4.63TB Dedicated VLAN
2000 9.8T8 98GR 16068 21578 278 13eTB |

EMC FAST Cache in Practice

FAST Cache is best for small random I/O where data has skew; the higher the locality, the better the
FAST Cache benefits.

General Considerations

EMC recommends first utilizing available flash drives for FAST Cache, which can globally benefit all
LUNs in the storage system. Then supplement performance as needed with additional flash drives in
storage pool tiers.

« Match the FAST Cache size to the size of active data set.

— For existing EMC VNX/CX4 customers, EMC Pre-Sales have tools that can help determine
active data set size.

» Ifactive dataset size is unknown, size FAST Cache to be 5 percent of your capacity, or make up any
shortfall with a flash tier within storage pools.

» Consider the ratio of FAST Cache drives to working drives. Although a small FAST Cache can
satisfy a high IOPS requirement, large storage pool configurations will distribute I/O across all pool

resources. A large pool of HDDs might be able to provide better performance than a few drives of
FAST Cache.

Preferred application workloads for FAST Cache:
* Small-block random 1/0 applications with high locality
» High frequency of access to the same data
» Systems where current performance is limited by HDD capability, not SP capability
AVOID enabling FAST Cache for LUNSs that are not expected to benefit, such as when:
¢ The primary workload is sequential.
e The primary workload is large-block I/O.
AVOID enabling FAST Cache for LUNs where the workload is small-block sequential, including:
« Database logs
e Circular logs

e VNX OE for File SavVol (snapshot storage)

Enabling FAST Cache on a Running System

When adding FAST Cache to a running system, it is recommended to enable FAST Cache on a few LUNs
at a time, and then wait until those LUNs have equalized in FAST Cache before adding more LUNS.
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FAST Cache can improve overall system performance if the current bottleneck is drive-related, but
boosting the IOPS will result in greater CPU utilization on the SPs. Systems should be sized so that the
maximum sustained utilization is 70 percent. On an existing system, check the SP CPU utilization of
the system, and then proceed as follows:

» Less than 60 percent SP CPU utilization — enable groups of LUNs or one pool at a time; let them
equalize in the cache, and ensure that SP CPU utilization is still acceptable before turning on FAST
Cache for more LUNSs/pools.

* 60-80 percent SP CPU utilization — scale in carefully; enable FAST Cache on one or two LUNs at a
time, and verify that SP CPU utilization does not go above 80 percent.

e CPU greater than 80 percent — DON’T activate FAST Cache.

AVOID enabling FAST Cache for a group of LUNs where the aggregate LUN capacity exceeds 20 times
the total FAST Cache capacity.

* Enable FAST Cache on a subset of the LUNSs first and allow them to equalize before adding the other
LUNs.

To enable FAST Cache as an array-wide feature in the system properties of the array in EMC Unisphere,
complete the following steps:

1. Click the FAST Cache tab, then click Create and select the Flash drives to create the FAST Cache.
RAID 1 is the only RAID type allowed. There are no user-configurable parameters for FAST Cache.
In this solution, four 200GB SSD drives were used for FAST Cache.

| ¥NX5600 - Storage System Properties H=]
General | SP Cache |FAST Cache | Software | Environment

FAST Cache

State: Enabled

Size: 366 GB RAID Type: 1

Disks

Disl: Capacity Model State

@ Bus 0 Enclosure 0 Dis.., 183444 GB HUSRL402 CL... Enabled
@ Bus 0 Enclosure 0 Dis.., 183444 GB HUSRL402 CL... Enabled
@ Bus 0 Enclosure 0 Dis.., 183444 GB HUSRL402 CL... Enabled
@ Bus 0 Enclosure 0 Dis.., 183444 GB HUSRL402 CL... Enabled

Statistics

Properties SP A SP B

Percent Dirty Pages( %) 1] 0

Refresh Cestroy

[n];4 Cancel Help

2. To enable FAST Cache for a particular pool, navigate to the Storage Pool Properties page in
Unisphere, and then click the Advanced tab. Select Enabled to enable FAST Cache.
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¥NX5600 - BootLUNPool1 : Storage Pool Properties

General | Disks |Advanced | Tiering | Deduplication

r storage Pool Alerts
Percent Full Threshald: |70 W %

+| Enabled

" FAST Cache

r Ssnapshots
Automatically delete oldest snapshots

¥ When total pool space reaches | 955 | % full, stop at | 855 | %

Wwhen total snapshot space reaches = | %, stop at S|

Auto-Delete in Progress

Compression
’V Compression Savings: NAA

QK Cancel Help

EMC Additional Configuration Information

The following tuning configurations optimize NFS/CIFS performance on the VNX5600 Data Movers:

NFS/CIFS Active Threads Per Data Mover

The default number of threads dedicated to serve NFS/CIFS requests is 512 per Data Mover on
VNX5600. Some use cases such as the scanning of desktops might require more number of NFS active
threads. It is recommended to increase the number of active NFS and CIFS threads to 2048 on the active
Data Mover to support up to 2000 desktops.

1. The nthreads parameters can be set by using the following commands:

# server param server 2 -facility nfs -modify nthreads -value 2048
# server param server 2 -facility cifs -modify nthreads -value 2048
Reboot the Data Mover for the change to take effect.

2. Type the following command to confirm the value of the parameter:

# server param server 2 -facility nfs -info nthreads

server 2

name = nthreads

facility name = nfs

default value = 384

current value = 2048

configured value = 2048

user action = none

change effective = immediate

range = (32,2048)

description = Number of threads dedicated to serve nfs requests, and

memory dependent.
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3. The values of NFS and CIFS active threads can also be configured by editing the properties of the
nthreads Data Mover parameter in Settings—Data Mover Parameters menu in Unisphere. Type
nthreads in the filter field, highlight the nthreads value you want to edit and select Properties to
open the nthreads properties window.

4. Update the Value field with the new value and click OK . Perform this procedure for each of the
nthreads Data Mover parameters listed menu. Reboot the Data Movers for the change to take effect.

Data Mover Parameters

|? . Nthreads Show Server Parameters for) server 2 hd | |.C\II Facilities bt ||.ﬂ.ll Paramete

¥alue Data Mover

MName « Facility

E’HNXSEDD - nthreads - Server Parameter Properties - Inter... !El E .

gi nthreads ID https:f10,70.0.95/ackion/parambisplay @ Certificate error

& nthreads lockd Name: nthreads
& xlateMinThreads ufs Data Mover: server_2
Facility: i
Value: 048
Default
Value: 512
Description: Mumber of threads dedicated to serve
nfs requests, and memory dependent.
Detailed This param represents number of
Description: threads dedicated to serve nfs requests.

The param is memory dependent, make
sure system memeory can support your
configuration.

The update of nfs thread count needs
several minutes to take effect, and
nfs.nthreads value cant be changed until
the update is done.

Apply | Cancel I Helpl

Solution Validation

This section details the configuration and tuning that was performed on the individual components to
produce a complete, validated solution.

Configuration Topology for a Cisco-Citrix DaaS Solution

Figure 29 illustrates the architectural diagram for the purpose of this study.
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Figure 29 Cisco Solutions for EMC VSPEX XenDesktop 7.5 2000 Seat Architecture Block Diagram
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Fabric Interconnect
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UCSs B200 M3 Blade Servers
The architecture is divided into four distinct layers:

e Cisco UCS Compute Platform
» The Virtual Desktop Infrastructure and Virtual Desktops that run on Cisco UCS blade hypervisor
hosts

* Network Access layer and LAN

» Storage Access through NFS on EMC VNX5600 deployment

Figure 30 details the physical configuration of the 2000 seat Citrix DaaS environment.
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Figure 30 Detailed Architecture of the EMC VNX5600, 2000 Seat DaaS Solution
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Cisco UCS Director Configuration

This section talks about the configuration that was done to utilize UCS Director to assist in the
provisioning of Infrastructure and DaaS components. The installation and configuration of the UCS
Director and UCS Baremetal agent are detailed here.

Cisco UCS Director Deployment

For this project we deployed the Cisco UCS Director and Baremetal Agent appliances to an already
existing infrastructure environment that is independent of the infrastructure that the DaaS components
will use. It is recommended that the Cisco UCS Director and Baremetal Agents run outside of the
environments they will be deploying or managing.

For installation and deployment of Cisco UCS Director for DaaS, please refer to
http://www.cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-director/vsphere-install-guide/4-1/b
Installing UCSDirector on_vSphere 41.html

Cisco UCS Director Bare Metal Agent Deployment

Refer to the “Cisco UCS Director Baremetal Agent Setup Guide” for information about installation and
deployment of the “Cisco UCS Director Baremetal Agent”.:
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http://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-director/products-installation-gu
ides-list.html

In order to properly utilize Cisco UCS Director a series of “Day-0 Tasks” must be completed as
prerequisites. These tasks are as follows.

Storage: VNX (Day-0)

» Initialize Storage Controllers (SP-A, SP-B & Control Station)

* Configure Management IP Address for SP-A, SP-B & Control Station
¢ Create required Storage Pools for Block

* Create and present file Storage (Disk Volumes) to DataMovers

« Cabling: FC Cables from SP-A & SP-B to N5K pair, 10G Cables from Datamover to N5K pair,
Create LACP (NIC Teamed Interface) for each Datamover

» Configure CIFS server with DNS and AD Integration

Cisco Nexus NSK

Initialize Nexus 5K Switches, configure Management IP Address (See configuration section)
» Cable from Compute and Storage
e Create and configure required vPC & port channels for UCSM & Storage (See N5K configuration)
¢ Create VSAN-A and B for SAN (See N5K configuration)

¢ Configure minimum VLANs for Management Network access (See N5SK Configuration)

Cisco UCS Manager

Cisco UCS Director provides support for Cisco UCS (Unified Computing System) infrastructure. It
provides auto- discovery, monitoring and complete visibility to manage all Cisco UCS components.
Following section(s) explain adding Cisco UCS account into Cisco UCS Director to support VSPEX
functionality.

« Rack, Stack and Cabled
e Configure Fis in cluster mode with Management IP Address

e Configure bare-minimum pools and policies and management VLAN for at least to run a single
ESXi Server

VMware

1. Bring up at least one ESXi Server with Management Network

Note  For assistance in installation and configuration of Day-0 ESXi and vCenter server please reference this
Validated Design on pages 125-135)
http://www.cisco.com/c/dam/en/us/td/docs/unified computing/ucs/UCS_CVDs/ucs_vspex_xd75.pdf

2. Install vCenter with required licenses
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~
Note  When Day-0 pre-requisite tasks are complete, you are ready to login to the Cisco UCS Director system
and begin the configuration.

3. Log in to the system by entering the appliance IP Address into a web browser. (Default username
and passowrd: ‘admin’)

| £ Login - Internet Explorer [Z]o[=]
G@ = il et 10.62.0045 0200 O ] 5

Cisco UCS Director

Usemame: ||
Password

©2014, Cisca Systems, Inc. All rights reserved. Gisco, the Cisco logo, and Ciseo Systemsare 1 |y
registered trademarks or trademarks of Cisco Systems, Inc. andlor fls affiliates in the United BLUUY
States and certain other countries. cisco

4. UCS Director Home Dashboard

Cisco UCS Director

Virtual v Physical ¥ Organizations ¥ Policies v Administration ¥ CloudSense™ v Favorites

converged

b add [ et 3% Delete

Daas Lab
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Add Data Center Pod
To add a Cisco UCS Manager (UCSM) account, a Data Center needs to be added first, complete the
following steps:
1. Select Administrator > Physical Accounts Pod tab
2. Click ‘Add’ to add a Data Center.

3. Specify the Data Center Pod ‘Name’, select the ‘Type’ of Data Center and the location ‘Address’.
Then click on ‘Add’ to create the Data Center.

Edit POD
Marne Daas Lab
Type [ vspex [+

Description |DaaS Lab |

Address Building 2

[ Hide PoD
POD will be hidden only if it does not contain any physical ar virtual accounts

Save | | Close

Add Cisco UCS Account

When a Data Center has been added, a Cisco UCS Manager account can be added; to do so, complete
the following steps:

1. Select Administrator > Physical Accounts > Physical Accounts tab—> Add
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Add Account
Data Center Default Datacenter | [#
Category Computing | = |#
Account Type | ucsm | - |#
Authentication Type | Locally Authenticated | - ‘*
Account Name | |#
Server Address | |aes
User 1D | |+
Password | |#
Transport Type http - %
Port [s0 | =
Diescription | |
Contact Email | |
Location | |
Service Provider | |
“Add [ Clase |
Field Name Description
Data Center Select the Data Center to which the UCSM account
will be associated to.
CategoryType Sepcify the type of infrastructure. In this case
‘Computing’.
AccountType Select the account type. In this case UCSM.
AuthenticationType Specify the authentication Type , Locally
Authenticated orRemotely Authenticated.
Locally Authenticated User Accounts - A locally
authenticated user accountis authenticated directly
through the fabric inferconnect and can been
enabled or disabled by anyone with admin or AAA
privileges.
Remotely Authenticated User Accounts - Aremotely
authenticated user accountis any user account thatis
authenticated through LDAP, RADIUS, or TACACS+.
AccountName Specify a name for the UCSM account.
Server Address Specify the IP address of the UCSM.
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User ID

Specify the userid UCSM.

Password

Specify the password for the UCSM.

Field Name

Description

Transport Type

Select the fransport type, either http or hitps.

Port

Specify the port number of the UCSM.

Description

Specify the description if required.

ContactEmail

Specify the email address if required.

Location

Specify the location of the UCSM if required.

Service Provide

Service provider name if any.

Cisco UCS Director will automatically discover all infrastructure elements in the Cisco UCSM account
like Chassis, Servers, Fabric Interconnects, Service Profiles, Server Pools etc. in the newly added UCSM
account. Typically the discovery process takes about 5 minutes.

Cisco UCS Director Configuration for EMC VNX 5600

Cisco UCS Director provides support for EMC VNX storage . It supports auto- discovery, monitoring
and complete visibility to manage all the VNX (VNX 5600) components. Following section(s)
explain adding EMC VNX account into Cisco UCS Director to support DaaS Storage functionality.

Add EMC VNX Account

1. Select Administration—=>Physical Accounts > Physical Accounts tab—->Click on ‘Add’
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Add Account
Data Canter rerr—— N
Categorv w | %
Account Type [ EMc vnx [-]=
Account Sub Type #*
Account Name | |aes
Server Address | |aee
User 1D | |aes
Password | |aee
Storage Processor A IP Address |aes
Storage Processor B IF Address |
User Name for Block Access | |aes
Password for Block Access | |aee
Transport Type http - %
Port [s0 |+
Description | |
Contact Email | | E
Table 4 Add Account Fields Explanation
Field Name Description
Data Center Select the Data Center to which the compute accountis
added.
CategoryType | Sepcify the type of infrastructure. In this case ‘Storage’.
AccountType Select the account type. In this case EMC VNX.
Account Sub Select the VNX account sub type - File, Block or Unified.
Type
AccountName | Specify a name for the VNX account.
Server Address Specify the IP address of the VNX.
User ID Specify the userid VNX.
Password Specify the password for the VNX.
Storage Specify the IP address of Storage Processor A.
Processor A IP
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Storage Specify the IP address of Storage Processor B.
ProcessorB IP

UserName for Specify the user name for block access.
Block Access

Password Specify the password for block access.
for Block

TransportType Select the transport type, either http or https.

Port Specify the port number of the VNX.
Description Specify the description if required.
ContactEmail Specify the email address if required.
Location Specify the location of the VNX if required.

Service Provide Service provider name if any.

Cisco UCS Director Nexus 5K Configuration

Cisco UCS Director provides support for a multitude of Network devices. Users can add the devices to
the Cisco UCS Director and monitor them. The device categories currently supported are:

e Cisco IOS devices
e Cisco Nexus OS devices
e Cisco UCS Fabric Interconnect

The following sections explain adding Cisco 5K device(s) account into Cisco UCS Director to support
DaaS functionality.

Add Network Devices

To add Cisco Nexus Device(s) to the Cisco UCS Director required for this DaaS configuration’s
functionality:

1. Select Administrator > —>Physical Accounts >-> Manage Network Elements tab 2> Click on ‘Add
Network Element’
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Add Network Element
Device Category [Cisca Nexss 05 7]
Device IF [1070.03 |+
Protacal ssh T
Port [z2 |
Lagin [2dmin |
Password [ nmmen s |
Enable Password [ 1 s s san “ |
Field Name Description
Data Center Select the Data Center to which the other account compute

and storage are added.

Device Category | Select the type of device category being added.

Device IP Specify the IP address of the network device.

Protocol Select the protocol used to communicate with the device.
Either telnet or ssh can be used.

Port The port number of the network device
Login Specify the login id of the device
Password Specify the device password

Enable Password | Certain devices require a separate password to enter in the
command configuration mode. Specify any such password in
this field.

Cisco UCS Director will discover the devices and collect inventory from the network devices and
display them in the form of tabular reports. To view device details that is already added to Cisco UCS
Director .

2. Select Physical > Network.

3. Select the Data Center name from the left column.

4. Select the ‘Managed Network Element’ tab.

To view details of a specific device:

1. Select a device from the list and click on ‘View Details’

This will display all information related to the device; Interfaces, Configurations, Port Profiles,
Private VLANS, and Port Capabilities, etc.
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To add a VMware Data Center to the Cisco UCS Director required for this DaaS configuration’s
functionality, complete the following steps:

1.

Select Administrator = Virtual Accounts 2> Click on ‘Virtual Account’.

Edit Cloud

Cloud Type

Cloud Marmne

vCenter_Daas

Server Address |10.71‘D.12

server User ID

| adrinistrator@daas . local

server Password

|MM*M>«>«

Server Acoess Port |443

YMware Datacenter |

Server Access URL |/5\:H<

Description |

Contact Email |

Location |

Pod

Caas Lah .

Service Provider |

Save Close

Field Name

Description

Cloud Type

Select Cloud Type to be used in UCS Director converged Data
Center.

Cloud Name

Select Cloud name for display in UCS Director.

Server Address

Specify the IP address of the Vcenter machine.

Server User ID

Username for Vcenter administrator account.

Server

Vcenter administrator password.

Server Access

Port for Vcenter server communication.

VMware

VMware Datacenter name.

Server Access

URL of Vcenter server access.

Description

Description for Vcenter Datacenter

Contact E-mail

E-mail for Datacenter contacts.

Location Location of Datacenter.
Pod Pod created in inifial setup
Service Service Provider name if available.

D

esktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure g




W Solution Validation

Cisco UCS Director will discover the devices and collect inventory from the Vcenter Data Center cloud
and display them in the form of tabular reports. To view device details that is already added to Cisco
UCS Director .

Provisioning ESXi to Cisco UCS Blade Servers using Cisco UCS Director

In this project we provisioned a Cisco Custom ESXi 5.5 image to our Cisco B200 M3 servers using a
custom workflow In UCS Director. We imported a custom workflow created by Cisco for deploying
ESXi on EMC VNX systems. That custom workflow can be downloaded here:

https://communities.cisco.com/servlet/JiveServlet/download/55002-3-81893/Deploy ESXi Host On_
Vblock 3XX with VisionlO v2 0.wfdx.zip

This workflow provisions ESXi Host booting from SAN and Integrates with vCenter Server and Nexus
1000v DVSwitch on VNX5600 Array.

To instuall, complete the following steps:

1.

Nk wN

a

Download the attached .ZIP file below to your computer. *Remember the location of the saved file
on your computer.

Unzip the file on your computer. Should end up with a .WFDX file.
Log in to UCS Director as a user that has "system-admin" privileges.
Navigate to "Policies-->Orchestration" and click on "Import".

Click "Browse" and navigate to the location on your computer where the .WFDX file resides.
Choose the .WFDX file and click "Open".

Click "Upload" and then "OK" once the file upload is completed, Click "Next".
Click "Import".

A new folder called 'Vblock-3XX-Validated' should appear in "Policies-->Orchestration" that
contains the imported workflow. You will now need to update the included tasks with information
about the specific environment.

Prerequisites for Using this Workflow

The DaaS Hardware Infrastructure components (VMware vCenter, Cisco UCSM, Cisco Nexus 5Ks,
Cisco Nexus 1000v & EMC VNX5600 Storage Array) are added into UCS Director

Cisco UCS Director BMA is integrated into Cisco UCS Director

VMware ESXi Image (with N1Kv) from Cisco is configured in BMA. For more information please
refer to Configure ESXi PXE Image.

Modify 'ks.cfg' file under /opt/cnsaroot/templates/<ESXi Image Name> folder to enable ESXi
Install on SAN Boot LUN

— Comment the below line with '#"
# install --firstdisk --overwritevmfs

— Uncomment the below line by removing '#"
install --firstdisk=remote --overwritevmfs

Cisco UCS Service Profile Template is created with 2 vNICs & 2 vHBAs, Boot Order is configured
with FC Boot First and LAN Second, FC Target Ports are added into SAN Boot Policy and Boot
LUN ID is set to '0'. vHBA-0 desired order set to '0' and vHBA-1 desired order set to '1". Service
Profile's Power State set to 'Off".
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» Cisco UCS Service Profile Template vNICs are configured with BMA PXE VLAN and set it as
Native VLAN.

Workflow Tasks

.

Create UCS Service Profile from Template
Select UCS Server
Setup PXE Boot with BMA Selection
Generic Configure SAN Zoning
Create VNX LUN
Create VNX Storage Group
Add VNX Host Initiator Entry - vHBA1
Add VNX Host Initiator Entry - vHBA2
Add VNX Hosts to VNX Storage Group
. Add VNX LUN to Storage Group
. Associate UCS Service Profile
Reset UCS Server
Monitor PXE Boot
Reset UCS Server

© 9 N A AW

e T T
N N

Wait for Specified Duration

p—
a

Register Host with vCenter

—
N

Create VMware Port Group

. Add Hosts to DVSwitch

. Migrate vSwitch VMkernel Port to DVSwitch (Custom Task)
. Migrate Default vSwitch to DVSwitch by Mapping Policy

. Add Virtual Adapter (vMotion Interface)

NN e
- o

User Inputs

The user inputs listed below should be provided by the user after executing the workflow.

User Input User Input Description

ESXI_HOSTNAME Enter ESXi Hostname
ESXI_CLUSTER Select ESXi Cluster to which it need to be added
ESXI_ MANAGEMENT _IP Enter ESXi Management Network IP Address
ESXI_VMOTION_IP_OR _IPPO |Enter an IP Address or IP Pool range for VMotion
oL interface
N1KV_L3 CONTROL_IP_OR_| [Enter IP Address or IP Address Pool Range for N1Kv L3
PPOOL Control Access Interface.

Select UCS Server Blade to install VMware ESXi
UCS_SERVER BLADE Hypervisor
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Admin Inputs

The Admin Input values are pre-defined in the workflow by the admin user. Edit the Workflow
properties, go to user inputs section and modify the below inputs appropriately.

User Input User Input Description

ESXI_ROOT_PASSWORD

Enter ESXi root user password

ESXI_MANAGEMENT_SUBNETMASK

Enter VMware ESXi Management Network's Subnet Mask

ESXI_MANAGEMENT_GATEWAY_IP

Enter VMware ESXi Management Network's Gateway IP

ESXI_MANAGEMENT_VLAN

Enter ESXi Management VLAN ID

ESXI_VMOTION_IP_POOL

Enter ESXi VMotion IP Pool (Ex: 192.168.100.100-192.168.100.200)

ESXI_VMOTION_SUBNET_MASK

Enter ESXi VMotion Subnet Mask

DOMAIN_NAME_SERVER_[P

Enter DNS Server IP Address

ESXI_HOST_LICENSE

Enter ESXi Host License Key

ESXI_VMOTION_DV_PORTGROUP

Select N1Kv DV Port Group for vMotion Interface

VCENTER_ACCOUNT

Select VMware vCenter Account

VCENTER_DATACENTER_NAME

Enter VMware vCenter Datacenter Name (The Datacenter in which the
ESXi Host is going to be added)

ESXI_CLUSTER

Select ESXi Cluster to which host need to be added

N1KV_DVSWITCH

Select N1Kv DV Switch Name

N1KV_L3_CONTROL_PORTGROUP

Select N1Kv L3 Control Access Port Group

N1KV_MGMT_UPLINK_PORTGROUP

Select N1Kv Management Uplink Port Group

N1KV_L3_CONTROL_VLAN

Enter VLAN ID for N1Kv L3 Control Access Interface

N1KV_L3 CONTROL_IP_RANGE

Enter IP Range for N1Kv L3 Control Access Network (Ex:
192.168.99.100-192.168.99.200)

N1KV_L3 _CONTROL_SUBNET_MASK

Enter Subnet Mask for N1Kv L3 Control Access Network

MGMT_PORTGROUP_MAPPING_POLICY

Select N1Kv Management Portgroup Mapping Policy

UCS_ORGANIZATION

Select UCS Organization

UCS_SP_TEMPLATE

Select UCS Service Profile Template

SAN_FABRIC_SWITCH_A1

Select SAN Fabric Switch A

SAN_FABRIC_SWITCH_B1

Select SAN Fabric Switch B

SANBOOT_TARGET_PORTS_FABRIC_A

Select VNX FC Target Port for SAN Zoning on Fabric A

SANBOOT_TARGET_PORTS_FABRIC_B

Select VNX FC Target Port for SAN Zoning on Fabric B

SAN_CONTROLLER_ACCOUNT

Select SAN Boot Storage Controller

SANBOOT_LUN_SIZE

Select SAN Boot LUN Size (GB)

SANBOOT_HOST_LUN_ID

Enter SAN Boot LUN Host ID (Should match UCS Service Profile
Template Boot Policy)

VNX_FC_TARGET_PORT_FABRIC_A

Select VNX FC Target Port for SAN Boot on Fabric A

VNX_FC_TARGET_PORT _FABRIC_B

Select VNX FC Target Port for SAN Boot on Fabric B

Additional Workflow Configuration

After configuring the admin inputs, open the workflow using workflow designer and modify the
"TASKS" by completing the following steps:
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Note  In upcoming versions, the below inputs should be able to configured as admin input values

1. Select UCS Server (Select UCS Server for ESXi Host): Open the Task > Click 'Next' > Click 'Next'
> Click on 'Revalidate' button > Select appropriate 'UCSM' account, Click 'Next' > Click 'Submit'

2. Setup PXE Boot with BMA Selection (Configure PXE Server for ESXi Install): Open the Task >
Click 'Next' > Click 'Next' > Select BMA Account > Select configured ESXi OS Image in BMA and
Set appropriate 'Timezone', Click 'Next' > Click 'Submit'

3. Create VNX LUN (Create SANBoot LUN for ESXi Host):Open the Task > Click 'Next' > Click
'Next' > Select EMC VNX Account, Select Storage Pool Type, Select RAID Type, and Select RIAD
Group Name for New LUN, Click 'Next' > Click 'Submit'

4. Add VNX Host Initiator Entry (Add ESXi vHBA-1 Host Initiator): Open the Task > Click 'Next' >
Click 'Next' > Select EMC VNX Account, Click 'Next' > Click 'Submit'

5. Add VNX Host Initiator Entry (Add ESXi vHBA-2 Host Initiator): Open the Task > Click 'Next' >
Click 'Next' > Select EMC VNX Account, Click 'Next' > Click 'Submit’

6. Register Host with vCenter (Add ESXi Host to Cluster on vCenter): Open the Task > Click 'Next' >
Click 'Next' > Click on 'Revalidate' button, Click 'Next' > Click 'Submit'

User Inputs for Deploying ESXi to Blade Servers

Workflow User Inputs
|#||2][8]|€][#] &5 |
Input Label Admin Input Yalue 1 A| Input Description | |

ES®I_HOSTHAME Enter WMware ES¥i Hostname fal ge 4|
ES®I_ROOT_PASSWORD ok b Enter ES¥i root user password fal p4
SANBOOT_HOST_LUN_ID 0 Enter SAMN Bookt LUM Host ID fal ge
ESXI_MAMNAGEMENT_GATEWAT_IP 10.70.0.1 Enter WMware ESXi Management | fal ip
DOMAIN_MAME_SERWVER_IP 10,71.0.10 Enter DMNS Server IP Address fal ip
ESRI_MFS_STORAGE_IP_RAMGE 10.,72.0,52-10.72.0,90 fal =t
ESRI_VMOTION_IP_POOL 10,73.0,109-10.73.0,129  Enter ESXi YMotion IP Pool fal =t
MGMT_DOV_PORTGROUP_MAPPING_POLL 2 fal Wh—
SANBOOT_LUN_SIZE 20 Select SAN Boot LUM Size (GBY  fal ge
ESRI_MANAGEMENT_SUBMETMASK 255.255.255.0 Enter WMware ESXi Management fal sy
ESKI_MFS_STORAGE_SUBMNET_MASK 255.255.255.0 fal ge
ESRI_WMOTION_SUBMNET_MASK 255.255.255.0 Enter ES®i WMotion Subnet Mask  fal sy
ESXI_MAMNAGEMENT_VLAN 70 Enter ESxi Management VLAN ID fal ag |
SaMN_FABRIC_SWITCH_A Daas Lab@10.70.0.2 Select SAN Fabric Switch A fal ng ¥
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SAN_FABRIC_SWITCH_B
SAN_CONTROLLER_ACCOUNT
SANBOOT_TARGET_PORTS_FABRIC_B
SANBOOT_TARGET_PORTS_FABRIC_A
ESKI_HOST_LICENSE
ESKI_DW_NFS_STORAGE_PORTSROUP
UCS_ORGANIZATION
UCS_SP_TEMPLATE

Daak Lab@10.70.0.3
Daas Lab@WHXE600
Daas Lab@WNx5600@@50
Daas Lab@WNX5600@ @50
R12C3-6525K-55341-0NGE
Storage
UC=M_ZP;org-root

UCEM_SP;org-rootjorg-ro. Select UCS Service Profile Templ fal ug

Select SAM Fabric Switch B

Select AN Boot Storage Controll fal E

Select UCS Organization

fal ne

fal GH
fal GH |
fal g
fal wry

fal ug

SELECT_WMWARE_ACCOUNT yCenter_Daas fal wny
ES®I_MMOTION_DW_PORTSROUP vMotion fal v |
v
Total 24 itermns
Submit | [ Close
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DaaS Workflow Diagram for Installing ESXi on Cisco UCS B200 M3 Servers

Start

312, Create_Mew_UCS_SP (Create UCS Service Profile from Terplate)

SelectBlades_803 (Select UCS Server)

PHEBoot 798 [Setup PHE Bo.c:t)

GenericConfigureSANZoning (Gn-aneric Configll.lre SAM Zoning)
CreatelUN [Create WHX LUN_) -

CreateStarageGroup [(Create \IINH-.S;D.rage Group]
AddHostInitiatorEntry_ 744 (Add VI_'JX- l-.|.-o.st lInitiai;gr Entry)

AddHostInitiatorEntry_ 745 (Add WHX Host Initiator Entry)

AddHoststaStarageGroup (Add Hosts to WHE Storage Group)

AddLUNtaStorageGroup (Add WHE LU to Storage Group)

\ T

AzzociateUCSServiceProfile_454 (Associate UCS Service Profile) |

UcsBladeResetaction (Reset UCS Server)

PHEBootw ait_453 (Monitar PXE Boot)

UcsBladeResetaction (Reset UCS Server)
WaitforDuration (Wait for Specified Duration]
RegisterHostwithvCenter (Register Host with wCenter]) &

Corpleted [(Success) Cornpleted (Failed)

Deploying ESXi Install Workflow

To deploy ESXi to blades using the Cisco UCS Director workflow imported and customized earlier,
complete the following steps.

1.

From the main screen, Select ‘Policies” = ‘Orchestration’.
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whali - ciseo UCS Director

CIsCo

Virtual « Physical - Organizations w Folicies w Adrministration Cloud=ense™ w

Converged Catalogs
Application Containers

$ Add @ Edit % Delete Virtual Data Centers

Service Delivery

Computing
o Storage
bl
- cee Metwark
& sl
& cisen Rack Server
=

UCE Manager
UCs Central
Methpp

Crchestration I

EME

Daas Lab

2. Double click the workflow created in the proper tenant.

'\'._'l's"l_l‘;‘ Cisco UUCS Director

Converged Virtual Physical w arganizations w ] Administration CloudSense™ w Favorites

Orchestration

Workflows ” Triggers ” Context Workflow Mapping ” User WM Action Policy ” Warkflow Templates ” Wworkflow Schedules ” Custom Approval Tasks ” i

'@ Refresh uﬁ Favorite Qi Aadd workflow @ Import @ Export L] Task Library @ Search and Replace

wiarkflows

wiorkflow Name

» (1 CloudGenie
» [ Daas
» () DaaS_Farmlso_T1
» (] DaasS_Farmlso_T2
¥ 5 DaaS_shared
] l Deploy_ESXi_Host_with_SAN_Boot_and_M1lkv_for_DaaS_Shared i
IJ m _Datastore_to_ESri_Cluster_Daas_Shared 2l
» (1 Default
» (] System
» I wDI
» (0 vMmare
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3. Double-click ‘Execute Now’

_with_SAN_Boot_and_N1Kv_for_DaaS_Shared (59)

[t workflowm propertes | [ validate warkfiow | | Execute ow | | b
[ auto Layout ] Compact Wiew Mode | Full View

708, Create Hew UGS $P (Greate UGS Service Profile from Template)
723, SelectBlades_803 (Select UCS Server)
722, PrEBaot 798 (Setup PXE Boot)
719, GEner\cCDnFlgureSANZDnlng.(;enenc Ganfigure SAN Zaning)
703, CraatelUN (Create VHX LUN) L \
710, CreateStorageGroup (Greate \IN.N.‘StDragE Gr;up)
720, AddHostinfiatorEntry_744 (Add VN :»‘-msx Initiater Entry)
721, AddHostIntiatorEntry_745 (Add UNK ;—105! [nlha;ﬂr Entry)
712, AddHoststoStarageGroup (Add Hosts t; ‘\mx Stu;age Group)
T |
\ |

711, AddLUNtaStorageGroup (Add VNX LUN to Storage Group)
T

718, AssociateUCerviceProfile_d454 (Assadate
I
\

Servica Profila)| |
718, UGSBladeResataction (Reset LGS Seruer] |
717, PREBootWait_45% (Monitor PKXE Boot)

714, UCSBladeResetAction (Raset:cs Server)
713, WaitforDuration (Wait for SDEC\F\;J I?uratiorv)
716, RegisterHostuithyCenter (Register »:u‘;;‘w‘th vCEn.ter)J)
724, AddHoststodvEwitch_708 (Add Hosts to D‘Véw\t;h)

I\

A
725, _710 (Migrate Default vSuitch ko DVSuitch By Mapping |

726, AddvMKernelPortdroup_711 (Add virtual Adapter) |\ |

743, AddVMKernelPortaroup_728 (Add Virtual Adapter)

Completed (Success) Completed (Failed)

4. Enter the hostname of the blade you are deploying too and click ‘Submit’.

710, CreateStorageGroup [Create VMX Storage Group)
720, AddHostInitiatorEntry_744 (Add WNX Host Initiatar Entry)

721, AddHostInitiatorEntry_745 (Add WNX Host Initiatar Entry)

Submit Workflow
korage Group)

Executing Workflow: Deploy_ESXi Host with_SAN Boot and W1Kv_for DaaS_ Shared g= Group)

ESHI_HOSTHNAME CH1-BL1-Daaq B  E——

Subrnit Close

714, UCSBladeResettiction (Reset UCS Sarver)

715, WaitfarDuration [Wait for Specified Duration)

Cisco UCS Director Workflow for Adding NFS Datastores to the DaaS Environment

For this project we created a workflow to provision NFS datastores on demand for our Service Providers.
Since we went through processes of onboarding 10 different tenants, some of which were private and
some of which were shared infrastructures, we utilized different datastores for different tenants. We had
to create new NFS datastores for user data (i.e. home drives, shared drives) and user profiles using Citrix
UPM. We also used NFS datastores on the ESXi hosts to store the virtual machine files and write cache
disks for the VMs provisioned by Citrix Provisioning Services. The following are steps and
configuration we used to automate the NFS datastore provisioning using Cisco UCS Director.
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Figure 32 Workflow for Adding NFS to Hosts

Start

customn_Create EMCYMNXFileSystemvl_.. X

248, Create WNX File System vl
Create_WH¥_FileSystemn_for_ESXi_Datastore

AddNFSExport_760 ®

246, Add WHX HFS Export
Create_MFS_Export_for ESHi_Datastore

MountNF5SDatastore_761 o

247, Mount MFE Datastore
Add_MWFS_Datastore_to_ESHi_Cluster

Completed Completed
[Success] [Failed]

Figure 33 User Inputs for NES Workflow

workflow User Inputs

HEER] B

Input Label Admin Input Value | 1 A| |
SELECT_STORAGE_POOL Mame CONTAINS WCPoall fal: Se em
DATASTORE_SIZE (GE) fal: End gen
DATASTORE_MNAME fal: Emi gen
WNX_DATMOVER Daas Lab;WNKXEE00;server_2;1 fal: gen
VNE_CONTROLLER_ACCOUNT Daas Lab@VNXE600 fal: EM

Total 5 items
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Create a Catalog for Adding the NFS Datastore

Cisco UCS Director was used to provision storage for user data and Citrix PVS write cache data. To
create a catalog, complete the following steps:

1. Under ‘Policies’ select ‘Catalogs

el cisen UCS Director

€isco
Converged Virtual = Physical + Organizations ¥ J Adrinistration CloudSense™ w Favorites
Catalogs Catalogs &
—l application Containers
Catalog Virtual Data Centers
@ Refresh [ Favorite iii Add Service Delivery
Computing
Catalog Storage
Catalog Marmne |Cata|0g Desc Claud Metwark
windows 2012 R2 vCenter_Di  Rack Server
Infra_MNFS_Datastore UCsE Manager
Shared_MNFS_Mount UCE Central
FarmlIsol_MFS_Mount MetApp
FarmIso2_MFS_Mount Orchestration

2. Select ‘Add' a new catalog.
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halv - Giseo UCS Director

CIsco

Converged Virtual = Physical + Qrganizations

administration «

CloudSense™

Catalogs

Catalog

@ Refresh |4 Favorite iEi add

3. Create catalog steps
a. Name the catalog
b. Select ‘Advanced’ in catalog type

c. Select ‘“Workflow Icon’ for catalog Icon

Catalog

Catalog Marne |Cata|og Desc Cloud Groups
Windows 2012 R2Z wCenter_Daas  all Groups QI
Infra_MFS_Datastore all Groups QI
Shared_NFS_Mount all Groups QI
Farmlsol_RMFS_Mount all Groups QI
FarmlsoZ_MFS_Mount all Groups QI
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Create Catalog
Basic Information
vapp workflaow

Summary

asked to select the vDC within the Cloud specified here.

Catalog Name DaaS_NFS *

Specify whether this catalog item shall be available to all user groups or to spedific groups.

Solution Validation

when requesting a new service, user will be

Catalog Description

4
Catalog Tean Warkflow Toon - E

[ applied to all groups

4. For Workflow, select the Workflow we created earlier.

Create Catalog

& Basic Information
vApp Workflow

Summary

wApp Workflaw

workflaw | Sele Add_NFS_Datastore_to_ESxi_Cluster_Daas_Shared

selected Workflow has 3 tasks (Add NFS Export, Mount NFS Datastore, custor_Creste EMC WNX File System v1)

Back | [ mext | [ Close

5. Select ‘Submit’ on the summary page
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Create Catalog

« Basic Information Summary
Review information below and click Submit to madify the Catalog.

o vapp Workflow
Summary Catalag DaaS_NFS
Catalog Description

Groups All Groups

Workflow Name Add_NFS_Datastore_to_ES¥i_Cluster_DaaS_shared

Workflow Description

Back | [ submit | [ close

Create a Service Request for Creating and Mounting NFS Datastore to Hosts

To create the Service Request to mount an NFS datastore to the VMware hosts, complete the following
steps:

1. Select ‘Organizations’ then ‘Service Requests’
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mme
CI5CO

Cisco UCS Director

Solution Validation W

Converged Virtual w Physical w Policies

Adrninistration Cloudsens

Service Reguests far all User Groups Service Requests

My Approvals

all User Groups Servi Fequests || Current Month Budge
Surnrary
Default Group )
@ R Virtual Resources Create Req ﬁv Search and Repl:
FarmlIsolationl .
Physical Resaurces
FarmlIsolation? i
2ervil  chargeback
Infra ! ] .
Service Request ID Request Type Initiating
176  Create WM admin
175 Create WM admin
174 Create WM admin
173 Create WM admin
172 Create WM admin
171 Create WM admin
170 Create WM admin
169  Create WM admin
165 Create WM admin
167  Create WM admin
166  Create WM admin
165  Create WM admin
164 Create WM admin
163  Create WM admin
. [3 9
2. Click ‘Create Request
Himim A A
tisco. Cisco UCS Director
Converged Wirtual v Physical v Policies ¥ Administration ¥ CloudSense™ w Favorites
Service Requests for &ll User Groups
All User Groups Service Requests H Archived Service Requests H Current Month Budgst Availability ‘ Pay
Default Group & Refresh [ Favorite {3 Create Request &% Search and Replace
FarmlIsolationl
FarmlsolationZ Service Requests
Infra Service Request [D | Request Type | IFMUSEF | Gro
176  Create WM admin FarmlsolationZ
175 Create WM admin rmlsolationd
174 Create WM admin Infr.
173 Create WM admin Infra
172  Create WM admin Infra
171 Create WM admin Infra
170 Create WM admin FarmIsolation
169 Create WM admin FarmlIsolationZ
168 Create WM admin FarmlsolationZ
167  Create WM admin FarmlIsolationZ
166  Create WM admin FarmlsolationZ
165 Create WM admin FarmlIsolationZ
164 Create WM admin FarmlsolationZ
163  Create WM admin FarmlIsolationZ
162  Create WM admin FarmlsolationZ
161 Create WM admin FarmlIsolationZ
160 Create WM admin FarmIsolation
3. Enter inputs

a. Select Group (pictured is Infrastructure, but change per tenant)
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b. Catalog Type : Advanced

c. Select catalog created in prior section.

Create Service Request

Catalog Selection
Custom Workflow

Summary

Catalog Selection
Select catalog to be deployed.

Select Group Infra - |-* ‘_;
Select Catalog | Infra_MFE_Datastore | = %

4. Enter DataStore name, Size and select from proper pool

Create Service Request

« Catalog Selection
Custom Workflow

Sumrnary

Custom workflow Inputs
If applicable, specify workflow input values.

DATASTORE_WAME ‘WritECachE_DSUl |iﬁ

DATASTORE_SIZE (GB) [500 B

SELECT_STORAGE_POOL | Select... InfraPonlz

Mext | [ Close

5. Check Summary and Submit your request
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Create Service Request
+ Catalog Selection Summary ) .

Review infarmation below and click Subrnit to initiate the service request,

+ Custom Warkflow

Catalog Infra_NFS_Datastors
Summary
Catalog Description

Port Groups

Back | [ submit | [ close

Create Virtual Machines in the VCenter DaaS Cloud Using Cisco UCS Director

In our solution we created a VMware DaaS Cloud that is part of our converged environment. This is
detailed earlier in this document. With this Cloud, we were able to utilize Cisco UCS Director to
provision virtual machines on demand. This process includes the creation of Virtual Data Centers and
policies required to make them. Then creating a catalog to use when initiating the service request for
VM provisioning.

Create Catalog for Virtual Machine Provisioning

1. Click ‘Catalogs’ under the Policies tab

'é'l's',':lc',' Cisco UCS Director

Virtual v Physical = Organizations w Policies w Adrninistration w CloudSense™ w Fat

Catalogs *—_—_
Converged —
Application Containers

B
% Add | Edit % Belets Virtual Data Centers

Service Delivery frrr———

Computing
Storage
Metwork

VEPER

Rack Server
UCS Manager
UCE Central
MetApp

Daas Lab

Orchestration

2. Click ‘Add’ to begin the process
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aleili cigeo UCS Director

Cisco

Converged Virtual « Fhysical v Jrganizations v Administration v CloudSense™ v Favorites

Catalogs

Catalog
& refresh LW Favorite o Add *———'__

Catalog

Catalog Name |Cata|0g Desc | Cloud | Groups
windows 2012 R2 vCenter_DaaS Al Groups [a]4
Infra_NFS_Datastare all Groups QK
Shared_NFS_Mount All Groups QK
FarmlIsol_MNFS_Mount All Groups QK
FarmlsoZ_MNFS_Mount all Groups Ok

3. Enter a Catalog Name
a. Catalog Type is ‘Standard’
b. Select VM Operating System Type
c¢. Click “All Groups’
d. Select the Vcenter Cloud created earlier

e. Select VM image Template from Vcenter
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Create Catalog

Basic Information
Application Details
User credentials
Customizatian

W Access

Summary

Specify whether this catalog itern shall be available to all user groups or to specific groups, When requesting a new service, user will be
asked to select the vDC within the Cloud specified here,

Catalog Name

Daas_VM_Create

Catalog Description

Catalog Tyrpe

Standard hARd

Catalog Icon

Selected Groups

Cloud Mame a2

Image

4. Click ‘Next’

WM SUSE Linux

=

WM

WM

WM

Redhat Linux

1 CentOS Linux

 Linuz

: Windows Imags 2

: Windows Imags 1

: WMware Image 3

YMwars Image 2

¥Mware Image

I —

K

store.

Solution Validation W

[«]

Create Catalog
Basic Information
Application Details
User credentials
Customization
WM Accass

Summary

Specify whether this catalog itern shall be availsble to all user groups or to specific groups. When requesting a new service, user will be

asked to select the wDC within the Cloud specified here.

Catalog Name

Catalog Description

Catalog Type

Standard v | *

Catalog Icon VM Windows Image 2 - el

™ applied to all groups

Cloud Name vCenter_Dass [~ |[#
Image Trplt_2k12R2 ~|#

windows License Pool | Windows 2012 R2 License .

[ Frovision all disks in single datastare

-—
-

5. In this use case we used a Generic VM with no special settings for applications.
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Create Catalog

« Basic Informatian Application category determines which policies will be used by the vDC where the service is provided,
Application categories and associations with various policies are managed in #DC management,

Application Details

WM Access

Specify OF Windews Server 2012 |~ |
Summary
Specify Applications Select..,

Above is an application cods that may be used in the ¥M name.
If specified, value can bs between 1-4 chars

mack | [ mext | [ close
6. Click Next through credential options
Create Catalog
' Basic Informatian Specify WM user credential access aptions, User credential for the WM in the terplate can be shared with users or it can be reset before
sharing, If shared, user can retrieve credentials for the active VM,

+ Application Details

ser redental radentel spvons (Bamtsmrs 7]

Customization

WM Access

Summary

Back | [ Next | [ Close

7. Click Next through the defaults.
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;kﬂasm Infarmation Specify custarnization options and custam actions. The custam actions are executed in the workflow after provisioning

« &pplication Details

& User credentials
Customization
WM Access

Summary

Automatic Guest Customization

[ Enable

Post Provisioning Custom Actions
[ Enable
¥irtual Storage Catalog
[Jenable
Cost Computation
W App Charge Frequency *
Active UM Applicstion Cost USD
Inactive YM Application Cost USD

Back | [ mext | [ close

8. Click Next through the defaults

Create Catalog

« Basic Information

+ &pplication Details

+ User credentials

& Customization
¥M Access

Summary

WM Access
Specify whether the end users will have access to the VM via web interface or other remote interfaces.
Web Access Configuration
[ enable
Remote Desktop Access Configuration

[ enable

Back | [ mext | [ close

9. Click Submit to create Catalog

Solution Validation W
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Create Catalog

«" Basic Information Summary
Review information below and click Submit to rodify the Catalog.

«" Bpplication Details

o Usar radentials Catalog DaaS_WM_Create =

Catalag Description
« Customization

Claud wCenter_Daas
v VM Access Image Trmplt_zk12rz
Summary Groups all Groups
Categary Name Generic WM
Support Email
os Windows Server 2012
Other 05
applications

Other Applications
Template User

wieb Access URL

web Access Label
Remote Desktop Server
Remote Desktop Fort
Remote Desktop Label
wiorkflow Mame

wiarkflaw Description

[«TT

application Code

ack | [ submit | [ close

Create vDC (Virtual Data Center) Required for VM Provisioning Workflows

Before utilizing the catalog for provisioning virtual machines we created in the prior steps, we need to
create vDCs or Virtual Data Centers for each tenant model used. Virtual Data Center is made up of a
collection of policies that direct the virtual machines to be properly configured, named and placed when
the provisioning workflows are executed. The policies we used for this project were System,
Computing, Network and Storage. We did not utilize a Cost Model Policy in this project.

Create System Policy for vDC

1. Click ‘Service Delivery’ under the ‘Policies’ Tab
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thuills Cisco UCS Director

Converged  Wirtual ¥ Physical ¥ Organizations ¥ Administration ¥ CloudSense™ ¥ Favarites

Service Delivery Catalogs

Containers
¥Muare system Policy | Amazon Deployment Policy || Rd Cost Model || Public Cloud Cost Model || Storage Tier Cost Model || 03 License || Data Collection Policy || Dat

Virtual Data Centers

B refresh [ Favorite e Add Service Delivery Sy
P —

Camputing

WMware System Policy Storage
Falicy Name [Poticy Deserii [Host nan] ~ Metwork Suffix Li DS Serverl  |VM Name Ter | ProductID  [Domain/Worl | Domain Admi

Infra_system_policy ${umnal  Rack Server 10.71.0,10 daas.lacal administrator  Infra_vDC
FI2_system_palicy s{umnal UCS Manager 10.77.0.10 F12.local administrator | FI2_vDC
FI1_system_palicy ${umnag UGS Central 10.76.0.10 Fl1.local administrator  FIL_vDC

Hetapp

Orchestration
u T

2. Click ‘Add’ to create policy.

sthulls Cisco UCS Director

Converged  Wirtual v Physical v Organizations ¥ Administration ¥ CloudSense™ v Favorites

Service Delivery

YMuware System Policy || Amazon D Palicy || Rack D Policy || Cast Madel || Public Cloud Cast Madel || Storage Tier Cost Madel || 0S License || Data Collection Policy || Data C
& refresh [ Favorite g A e
Whware System Policy

Policy Namne [Policy Descris [Host Hame ¢ [OHE Domain  [ONS Suffixc Li [DNS Server L |vM Name Ter | Product10 | Damain/work | Damain Admi

Infra_system_policy ${VMNAME}  daas.local 10.71.0.10 daas local administrator  Infra_vDC
Fiz_system_policy ${vMNAME} | Flz.local 10.77.0.10 F12.local administrator  FIz_vDC
FI1_systermn_policy ${¥MNAME} FI1 local 10.76.0.10 FIl.local administrator  FI1_vDC

3. In the System Policy Information box we defined the following fields
a. Policy Name
b. Host Name Template
¢. DNS Domain
d. Time Zone

e. DNS server IP

bad

VM Image Type set to Windows and Linux
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g. Define Windows License Model

h. Local Administrator password

i. Domain/workgroup set to ‘Domain’ so machines can auto join the domain

. Domain name

j
k. Domain User account that can add machines to the domain

1. Above accounts Password

System Policy Information

Policy Mame

Policy Description

WM Mame Template

Host Marne Ternplate

DME Domain

Linux Time Zone

DNS Suffix List

DNS Server List

WM Image Type

Infra_systemn_policy

If emnpty, name pravided by end user is taken as WM Name.

[ End User WM Name or WM Prefix

o Power on after deploy

[${umuAmE |+

windows has a 15 character narme limitation

|daas.\oca| |eee
[ usiPacific [-]*
| |
[1071.0.10 |

windows and Linux | v | #

Windows Parameters {applicable only for Windows)

Froduct 1D

License Cwner Mame

Organization

Please make sure to provide the value in OS License Pool or enter the id here.

|CompanyFu|IName |eee
|CompanyName |aee
— T

[»]

[=]
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Mumnber of License Users |5 |

WINS Server List | |

O create a unigue SID

[ aute Logen

Auto Logon Count |5 |
Adrinistrator Password |"‘"""***”‘** |#
Domain/Workgroup

windows Tirme Zone [ Pacific Tirme | - |#
Domain |daas.|uca| |#
Dormain Username |administrator |eee
Dornain Password |""""‘***”‘** |*

[ Define WM annotatian

Create a Computing Policy for vDC

1. Under ‘Policies’ select ‘Computing’

'é'l';‘l_L',' Cisco UCS Director

Converged Virtual ¥ Physical ¥ Crganizations ¥ Administration ¥ CloudSense™ ¥ Favorites

Computing Catalogs

- application Containers
¥Mware Computing Policy | KM Computing Policy || Hyp|

Virtual Data Centers
& refresh | Favorite P Add  [E] view Edit | Service Delivery

Storage
Policy Name Metwork
wCenter_DaaS - Default Computing Palicy Rack Server
Infra_comp_policy ! UCS Manager
Flz_Infra_cornp_policy UCS Central
FI1_Infra_comp_policy Hethpp

Orchestration

lesktop Computing Policy

Computing ‘
YMware Computing Palicy k'--_,_____'___

y Description =

ally created

2. Click ‘Add’

yCenter_Daas
vCenter_Daas
vCenter_Dass

vCentsr_DaaS
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]
cisco

Cisco UCS Director

Converged Yirtual w Fhysical v Oraanizations ¥ Administration ¥ Cloudsense™ Favarites
Computing
¥Mware Computing Policy ” KMM Computing Policy ” Hypert Computing Policy ” ¥enDesktop Computing Policy
& Refresh | Favorite e Add (&l View [ Edit 38 Delete S Clone
VMware Computing Policy
" - E
Policy Marme | Palicy Description i

wCenter_Daas - Default Cornputing Policy Default policy - autornatically created viCenter_DaaS

Infra_comp_policy vCenter_Daas

FI12_Infra_comp_policy viCenter_DaaS

F11_Infra_comp_policy vCenter_Daas

3. When creating the computing policy, we need to provide a name, specify our Vcenter Cloud created
earlier and select the cluster that this VM will use. In our case, we defined a separate cluster per
tenant model. Lastly we provided disk resizing values to allow us to resize VMs during
provisioning. Once these parameters are defined, click ‘Save’ to create the System Policy.

Edit Computing Policy
. : []
Policy Name Infra_comp_policy 1
Policy Description |
Cloud Name | ¥Center_DaaS |« |#
Host Mode/Cluster Scope [ Include Selected Clusters | - |
Selected Clusters | Select,,, | Daas Infrastructure = |\
Resource Pool Select,.,
ES¥ Type Any ESX/ESKI | *
Minimurm Conditions [] Total ¥Ms in the Host Node [ less than or equals |'| | | LA
[ active wMs in the Host Node [ less than or equals |'| | |
[] Mumber of CPU Cores in the Host Node [ less than or equals |'| | | T
[] ©PU Speed Per Core (GHz) [ less than or equals |'| | |
[] Tatal Memory (5B} Host Nade [ less than or equals |'| | |
[] wcPUs Ratio - Provisioned/Tatal [ less than or equals |'| | | v =]
Deployment Options
[ cverride Template
Resizing Options —
v
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[ allow Resizing of wM

Permitted Values for vCPUs |1,2,4 |

Permitted Values for Memory in MB |512,1024,1536,2048,4096,8192 |

Deploy to Folder | |

Create Network Policy for vDC

1. Select ‘Network’ under ‘Policies’ Tab

vl Cisco UCS Director

Converged  Virtual ¥ Physical ¥ Organizations ¥ W Administration ¥ CloudSense™ ¥ Favorites

MNetwork Catalogs

application Containers

V¥Mware Network Policy || Netwark Provisioning Policy || 8 I Palicy || wALAN Paol Policy || Glabal VLAN Pacl Ussas || Global vxLaN Poc
Wirtual Data Centers

G Refresh [ Favorite  qp Add Service Delivery

Computing

WMware Network Policy Storage

Palicy Mame Network \ v Description Claud Mame
wCenter_Daa$ - Default Metwork Palicy Rack Server

created wCenter_Daa$
UCS Manager
Infra_network_policy UCs Central wCenter_Daa$

FI2_Infra_network_palicy HetApp

wCenter_Daa$

FI1_Infra_network_policy Orchestration wiCenter_Daa%

2. Click ‘Add’
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il Cisco UCS Director

Converged Virtual v Physical » Drganizations ¥ Administration CloudSense™ w Favorites

MNetwork

¥Mware Network Policy ” Metwark Provisioning Policy ” Static IP Poal Policy H WLAN Pool Policy H WiELAN Poal Policy ” Global WLAN Paol Usage H—

& Refresh [ Favorite  qp Add‘\

T

WhMware MNetwark Palicy

Policy Name

Policy Description
viZenter_Daas - Default Metwork Policy

Default policy - automatically created wCenter_Daas

Infra_network_policy wCenter_Daas
FI2_Infra_netwark_policy wCenter_Daas
FI1_Infra_network_palicy wCenter_DaaS

3. Select the Vcenter Cloud under Cloud Name, then click the ‘+’ to add VM Networks

Network Policy Information

Policy Mame Infra_network_policy

Policy Description |

Cloud Mame vwiCenter_Daas |[= |#

[ allow end user to select optional NICs

WM Metworks &Iliﬂﬁ, |@

MIC Alias | Mandatory |A|I0w end use

| Copy fram Te Adapter Type

MIC1 “Yes\ Mo TEs pocnet3s

Total 1 items=

[ Subrmnit |[ Close |

4. When adding VM Network, click the ‘+’ button to add port groups found in the Vcenter Cloud.
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Edit ¥M Networks Entry

MIC alias |NIC1 #*

-

\.

[] allaw end user ta choose portgroups

) Caopy Adapter Type from Ternplate

Port Groups $/| | |Q;J
Port Group |IP Address |IP Address | IPvE |IPV6 Addre IPw6 Addre
wCenter_Daad Static Inline IP Pool Mo Static

.

Total 1 ikterns

[ Subrnit |[ Close |

5. For Port Group Name, click ‘Select” and find Vcenter Port group in the list.
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¥M Metworks Entry

C Alias MICZ1
Edit Port Groups Entry
[ Port Group Marme Select.., Infrastructure
IPv4 Configuration
it Groups || 9
p Select IP Address Type Static [ [# addre
Select IP Address Source | Inline IP Pool |
Static IP Poal |10.71.0.65-10,71.0.95 |
Subnet Mask |255.255.255.D |-J°e
Gateway IP Address [10.71.0.1 |
IPv6 Configuration
L[] 1rve
Submit | I Close
T T T T T
Total 1 itermns
Select
%
‘ Cloud Mame Host Mode Switch Mame Part Group M. YLAN ID Promiscunus | Port Group Type |4
D wCenter_Daas  10.70.0.109 wSwitchi CIFS 72 Disabled Yirtual Machine Portgroup
[] vCenter_Daa$  10,70.0.108 wEwitchil AD_Trust 01 Disabled Virtual Machine Portgroup
D wCenter_Daa%  10.70.0.109 wSwitchO Internet 78 Disabled Wirtual Machine Portgroup
D wCenter_Daa%  10.70.0.109 wSwitchO DMz 75  Disabled Wirtual Machine Portgroup
[] wcCenter_Daas  10.70.0.109 wSwitchil nikv-ragrt 70 Disabled Virtual Machine Portgroup o
[ wcenter_Daas  10.70.0.109 wSwitchil niky-cantral 70 Disabled irtual Machine Portgroup
D wCenter_Daas  10.70.0.109 wSwitchi Farmlso2 77 Disabled Yirtual Machine Portgroup
D wCenter_Daa%  10.70.0.109 wSwitchO Farmlsol 76  Disabled Wirtual Machine Portgroup
[] wCenter_Daas  10.70.0.109 wSwitchd Shared 74  Disabled Wirtual Machine Portgroup
| [ | vCepter Daas  10.70.0.109 wSwitchd Server Isolation 75 _ Disabled Wirtual Machine Portgroup
E wCenter_Daas  10.70.0.109 wSwitch Infrastructure 71 ID\sabled Yirtual Machine Portgroup
D wCenter_Daas  10.70.0.113 wSwitchl CIFS 72 Disabled Yirtual Machine Portgroup L]
[ wCenter Dsss  10.70.0.113 wSwitch AD Trust 701  Disabled Wirtual Machine Portqroup h/

6. Define an Inline IP Pool to allocate a block of IPs for VMs to be configured with. We also defined
the Subnet Mask and Default Gateway the VMs will use.
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Edit Port Groups Entry

T Paort Group Mame

IPv4 Configuration

Select IP Address Type - | %
Select IP Address Source | Inline IP Pool H

TR TS|

Infrastructure #

«—

Static IP Pool

|1EI.T-"1.D.65-1D.?1.E|.95 #*

Subnet Mask |255.255.255.D

Gateway IP Address [10.71.0.1

IPv6 Configuration

[ 1pve

Submit ]I Close

Create a Storage Policy for vDC

1. Select ‘Storage’ under ‘Policies’ Tab

e
CISCO

Cisco UCS Director

Converged Wirtual « Physical w Organizations w

lic Administration ¥

CloudSense™ w

Metwork

WMware Metwork Policy || Metworl: Provisioning Policy | Stati

Catalogs

Application Containers

Virtual Data Centers

@ refresh U4 Favorite ﬂi Add Service Delivery
Computing
VLAM Pool Palicy Storage
Pod Mame Metwark

2.

Rack Server
UZS Manager
UCS Central
Metdpp

Orechestration

Policy || W<LAN Pool P

Select the ‘“VMware Storage Policy’ Tab and then click ‘Add’

Solution Validation W
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'LI,'_.,'":l‘;' Cisco UCS Director

Converged Wirtual w Physical Organizations ¥ Administration w CloudSense™ w Fawarites

Storage
Virtual Storage Catalog || ¥Mware Storage Poli ” Storage Metwork Scheme ” Hypert Storage Policy
G refresh | Favorite o add ‘\K

YMware Storage Policy

Policy Marme | Policy Description
vCenter_Daas - Default Storage Palicy Default policy - automatically created vCenter_Daas
Infra_storage_policy vCenter_Daas
FlZ2_Infra_storage_policy yCenter_Daas
FI1_Infra_storage_policy yCenter_Daas

3. In Storage Resource Allocation Policy we define the Policy Name, Select the Vcenter Cloud we
created earlier, and then select the Data Stores that we added to the Vcenter environment in our NFS
Provisioning Workflows. We used NFS for this project. We also defined parameters to resize VM
disk size upon provisioning.

| Edit Storage Resource Allocation Palicy

System Disk Policy Storage Policy - System Disk Palicy

Additional Disk Policies
Palicy Name Infra_storage_policy

Palicy Description |

]

Cloud Name wCenter_Daas | v |#
| J

System Disk Scope

Data Stares Scope Include Selected | v
|Selev:ted Data Stores select.,, | DS_DaaS_Infral

[] use shared Data Stare anly

-—

Storage Options

[ use Local Storage

[ use nFs
[ use san
Minirum Cenditions [] Data Stare Capacity (G8) [less than or eguals [ =] |
[] Data Store Free Space (GB) [less than or equals [ =] |
[ Data Stors Fres Space (%) [Jess than or equals =] |
[ Disk Usage (KBps, Week Ava) [less than or equals [ =] |
[ Disk Usage (KBps, 2¢hr Ava) [less than or equals [ =] | o
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| L) pisk Latency (Millsec, Wesk Avs) | Jess than or equals | =] | N

[ override Termplate

Resizing Options for ¥M lifecycle

[ allow Resizing of Disk

Permitted Values for Disk in GB [50,60,70,50,50,100

[ allow user ta select datastores from scope
v
« I [»]

4. Image shows the Datastore selection screen.

LOIT STorage REsource AlloCation Policy

System Disk Policy Storage Policy - System Disk Palicy
Additional Disk Policies -
Policy Name Infra_storage_policy
policy O
Select
=
W[Data Store N [Data Center || Capasity (gt Free(GB) Free (%) Used{GB) |[Is Accassible | No.of yMs Mo, of Hol 4]
[] datastarel (z0) SP Daas 12.5 11.6 93.0 0.8 & ON 1)
[] DS_Daass_FI1 SP Dass 492.3 299.3 60.7 193.0 ) ON 14
[ datastore1 (?) = SP Daas 552.7 250.3 45.2 302.3 ) ON 0
[ datastore1 (9) SP Daas 5527 551.7 99.5 0.9 W ON ) L
[] datastorel (1) =P Daas 12.5 11.6 93.0 0.5 O ON 1)
D datastorel (6)  SP Daas 12.5 11.6 93.0 0.8 W ON 0
[ datastorel (16) SP Daas 125 116 93.0 0.8 U ON )
[ datastorel (5) SP Daas 12.5 11.6 93.0 0.8 ) ON 0
[] datastorel (8) SP Daas 12.5 11.6 93.0 0.8 U ON 1) {ie)
[ Ds_Daas_Infi a5 492.3 401.3 81.5 91.0 ) ON 7
[/ datastorel (4)  SP Daas 552.7 435.1 7a.7 117.6 ) ON 7
[] datastorei (17) SP DaaS 12.5 11.6 93.0 0.6 | @ on 0 vl
<] [ [»]
Total 28 iterns E
Select cancel |
i
[[] Disk Usage (KBps, Week Ava) ‘ less than or equals =17
[] Disk Usage (KEps, 24hr Avg) | less than or squals Tl '

Cisco Unified Computing System Configuration

This section describes the Cisco UCS configuration that was done as part of the infrastructure build out.
The racking, power and installation of the chassis are described in the install guide (see
WWWw.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-guides-1
ist.html) and it is beyond the scope of this document. More details on each step can be found in the
following documents:

e Cisco UCS Manager Configuration Guides — GUI and Command Line Interface (CLI)
e Cisco UCS Manager - Configuration Guides - Cisco

Base Cisco UCS System Configuration

To configure the Cisco Unified Computing System, complete the following steps:

1. Bring up the Fabric Interconnect (FI) and from a serial console connection set the IP address,
gateway, and the hostname of the primary fabric interconnect. Now bring up the second fabric
interconnect after connecting the dual cables between them. The second fabric interconnect
automatically recognizes the primary and ask if you want to be part of the cluster, answer yes and
set the IP address, gateway and the hostname. Once this is done all access to the FI can be done
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~

Note

remotely. You will also configure the virtual IP address to connect to the FI, you need a total of three
IP address to bring it online. You can also wire up the chassis to the FI, using either 1, 2, 4 or 8 links

per 10 Module, depending on your application bandwidth requirement. We connected four links to
each module.

Connect using your favorite browser to the Virtual IP and launch the UCS-Manager. The Java based

UCSM will let you do everything that you could do from the CLI. We will highlight the GUI
methodology here.

Check the firmware on the system and see if it is current. Visit: Download Software for Cisco UCS
Infrastructure and UCS Manager Software to download the most current UCS Infrastructure and

UCS Manager software. Use the UCS Manager Equipment tab in the left pane, then the Firmware
Management tab in the right pane and Packages sub-tab to view the packages on the system. Use the

Download Tasks tab to download needed software to the FI. The firmware release used in this paper
is 2.2(2c¢).

= > 5B Equipment

& Main Topology View | EEE Fabric Interconnocts | v Servers | - Thormel | &8 Decommissioned | mi Fitmuare Management | 5 poices | 7 Faults
Installed Firmware | Firmware Auto Install | Catalog Package | Downlaad Tasks | Packages | Images | Uparade validation | Faults

4+ =) | Filker | = Export | = Print

S = I e I =

Ucs-ka-bundle-b-series.z.1.2.110.6.gbin
ko-bundle-b-series.2.1.2.143.E.bin Active
1.2.52.6.gbin & Series Bundle Active

1.3a.B.bin & Series Bundie Active
& Series Bundle Active

B Series Bundle Active

2.1z 11008
& Series Bundie

2.1(z. 14308
2.1(2.52)8
2.1(3238
2.2(1b)8

2. 2(1c)8

Active

biry
.1.2.110.4.gbin
.1.2.143.A.bin
.1.2.52.4.gbin
ucs-kg-bundle-infra, 2, 1.3a.8.bin

CE e
Infrastructure Bundle

z.1(z. 11004
2.1(2.143)A
2.1(2.52)4
21328
2.2(1b3a
2.2(1ch

Infrastructure Bundle Active
Infrastructure Bundle Active
Infrastructure Bundle Active
Infrastructure Bundle Active
Infrastructure Bundle

Infras ndle

If the firmware is not current, follow the installation and upgrade guide to upgrade the UCS Manager
firmware. We will use UCS Policy in Service Profiles later in this document to update all UCS
components in the solution.

The Bios and Board Controller version numbers do not track the IO Module, Adapter, nor CIMC
controller version numbers in the packages.

5. Configure and enable the server ports on the FI. These are the ports that will connect the chassis to

the FIs.
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Q@ © @new v‘ [ options ‘ @ @ | A rendng Activiies

»> B Equipment * I8 Fabric Interconnects * [EE Fabric Inkercornect A (subordinate) | S50 Fixed Moddle * =l Ethernet Ports * =l Port 1

Exit

Faults | Events | F5M | Statistics

]
[=-5% Equipment

)] Chassis
(1% Rack-Mounts
-y FEx

% Servers
Fabric Interconnects
£ Fabric Interconnect A tsubordinate)
558 Fixed Module
=l Ethernet Ports
R ]
~flPort 2
=Pt 3
il Port 4
=Pt s
~flPorte
=Pt 7
~fllPort 8
=l Part
~fllPort 10
=l Fork 11
—flPort 12
=l Fort 13
il Port 14
=l Fort 15
~llPort 16
=l Fort 17
~fllPort 18
=l Port 19
~ifll Port 20
=l Port 21
il Port 22
=l Port 23
il Port 24
=l Port 25
il Port 26
=l Port 27
il Port 28
=l Port 29
—fll Port 30
=l Port 31

6. Configure and enable uplink Ethernet ports:

4 Fiter | = Export i Print || 1F Role: [ Al [ Unconfigured [ Network [ Server [¥° FCoE Uplink [V Unfied Upink [ Appliance Storage [ FCoE Storage [ Unfied Storage. [ Moritor

e P> e e [ el )
; BRI o ] » et
= 28 caspment 3 SHTREE 777488 Server Physical Up Enabled
) Chasss A SeareeTrrm o e » et
=% Rack-Mounts 4 54 TFEE77:74:A8. [Server Physical Up Enabled
g SeareeTrrac e i » et
6 SeireeTrrs0 e v » bt
B i SeireeTrrse e e » et
ERI o Dt it A i) g SeireeTrrhae e s » et
- g SerreeTrre rconfgued i e Deied
& Ports w SHTREE77:74iB1 lUnconfigured Physical Sfp Mot Present ¥ Disabled
8 Expansion Module 2 m SHTREETTIT4EZ Unconfigured Physical Sfp Mot Present ¥ Disabled
12z 54:7F1EE:77:74:63. Unconfigured Physical Sfp Not Present ¥ Disabled
13 54:7F1EE:77:74:64. Unconfigured Physical Sfp Not Present ¥ Disabled
3 Fabric Interconnect B (primary) 14 [54:7F1EE:77:74:65. Unconfigured Physical Sfp Not Present ¥ Disabled
15 54:7F1EE:77:74:66. Unconfigured Physical Sfp Not Present ¥ Disabled
16 [54:7F1EE:77:74:67 Unconfigured Physical Sfp Not Present ¥ Disabled
17 [54:7F1EE:77:74:68 Unconfigured Physical Sfp Not Present ¥ Disabled
18 54:7F1EE:77:74:63 Unconfigured Physical Sfp Not Present ¥ Disabled
19 54:7FiEE:77:74:84 Unconfigured Physical Sfp Not Present ¥ Disabled
4] 547FIEE:77: 7468 Unconfigured Physical Sfp Nat Present + Disabled
f SeaeeTrreec etk v oozt T et
2 SeireeTrrh etk v s § et
:
54:7FEE77:74:C0 Unconfigured Physical 7 5fp Mot Present ¥ Disabled
2 S4TFEETTTHCL Unconfigured Physical 5fp Mot Present ¥ Disabled
z7 S4TFEETTTHCZ Unconfigured Physical Sfp Mot Present ¥ Disabled
2 S4TFEETTTHCE Unconfigured Physical Sfp Mot Present ¥ Disabled
29 S4TFEETTTHCH Unconfigured Physical Sfp Mot Present ¥ Disabled
50 S47FEET7T4CE Unconfigured Physical 5fp Mot Present ¥ Disabled
b SereeTrcs Foe gk e w T bt
= SeireeTrT Foe gk v » + Erted

a. On the LAN tab in the Navigator pane, configure the required Port Channels and Uplink
Interfaces on both Fabric Interconnects.

b. Configure the ethernet uplink port channels using the ethernet Network ports configured above
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>> =] Lan » ¢ LAN Cloud * I Fabric &

wLans | Uplnk Eth Interfaces | Port Channels | Everes |

Squipment

=]=]

S-=fLan

= LaM Cloud

=

[E}-=2 Port Channsls

[=]+=2F Port-Channel 21 (PO-21) ‘
. Eth Interface 1/21

- =] Eth Interface 1/22

- =ill Eth Interface 1/23

- —ill Eth Irterface 1/24

=il Uplink Eth Interfaces

=] vLAN Optimization Sets

=] vLans

Fabric B

“}-<== Port Channels

=l === Port-Channel 24 (po—zq)ﬁ
© =il Eth Interface 1721

—il Eth Interface 1722
—ill Eth Interface 1j23
“ —ill Eth Interface 1j24
—ill Uplink Eth Interfaces
=] YLAN Cptimization Sets
=] wLaNs
7§ QoS System Class
=] LAM Pin Groups
[+ E5 Thresheld Policies
- =] vLAN Groups
=] vLAMS
- Appliances
#-=] Internal LAM

c¢. 5b Configure the FC uplink ports:

Servers | LAN | SAM | ¥M | Admin
w |

"E-EE Equipment
1) Chassis
= Rack-Mounts
D Fabric Interconnects
EZ3 Fabric Interconnect 4 (subordinate)
55 Fised Module
Expansion Madls 2
il Ethermet Forts
-~ FC Parts
= |

Fabric duslfvsan default (1)~

=l FC Part 12
=l FC Port 13
=l FC Port 14
=l FC Port 15
=l FCPort 16
Fans

FSUs

3 Fabric Inkerconnect B (primary)

Servers | La | Satt | M| acin

A
E | Port ID. I Ty | Overal Status

ElIE m e W TEIET
[5 23 Ecuipment 12 20:4C: 54 7R EE77:74:C0 Network Physical Up 4 Enabled |

) Chasss T e T e T T

) s TREE TG etk e oo presert + Enobled

5 P Terconects B SRR T etk s ot preset 1 Enbled

=8 Fabric Interconnect A (subordinate) 16 |20:50: 54:7F:EE: 77: 74:C0. INetwork. Physical Sfp Not Present 1 Enabled

5 Fixed Modu
550 Expansion Moduls 2.
il Ethernet Ports

=WFCPort 11
~lrcrot12
~Hrcrort 13
~lrcrot14
~Hrcrort 15
~lFcrot 16

Psls
R Fabric Interconnect B (primary)
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7. On the Equipment tab, expand the Chassis node in the left pane, the click on each chassis in the left
pane, then click Acknowledge Chassis in the right pane to bring the chassis online and enable blade
discovery.

Servers | LAN | 5N | ¥4 | admin
Al

w |
=] EE Equipment

E}p) Chassis
E

Fans i

10 Madules

5% Rack-Mounts
FEX
% Servers
[ Fabric Inkerconnects

Part Details
Power State Details
Connection Details

Power Control Details

8. Use the Admin tab in the left pane, to configure logging, users and authentication, key management,
communications, statistics, time zone and NTP services, and Licensing. Configuring your
Management IP Pool (which provides IP based access to the KVM of each UCS Blade Server,) Time
zone Management (including NTP time source(s)) and uploading your license files are critical steps
in the process.

+ Cisco Unified Computing System Manager - UCS-EXC-SP.

© @ Binen | QDowons | @ O | Mrerding activties | [0k
>> Z2A

Equipment | Servers | Lan | an| Policy Backup & Export

@ | =
=

T Fauks, Events and Audt Log
T Fauks
T Events
% Audt Logs
7% Sysiog
Core Fies
@ Techsupport Fles
7 Settings
G User Management

Locall Athenticated Users
Remotely Authenticated Users
Roles
A Key Management

P KeyRing defaul:
{8 Conmurication Mansgement

CallHome
Commurication Services

DS Management
A Management Interfaces
8 ucs certral
B Stats Management
£+E Collection Policies
& Collection Policy adapter
- & Collction Policy chassis
- & Collction Policy Fox
- £ Collection Plicy host
£ Collection Policy port
- 55 Collection Policy server
&1 fabric
Internal Lan
Lt Clowd
SAN Cloud

- 55 thr-policy-default
-, Sub-Organizatiens
Time Zane Management
% Capability Catalog
T dapters
. Blads Servers
PPt

9. Create all the pools: MAC pool, UUID pool, WWNN pool, WWPN Pool, External Management IP
Address Pool and Server pools
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10. From the LAN tab in the navigator, under the Pools node, we created a MAC address pool of
sufficient size for the environment. In this project, we created a single pool with two address ranges

for expandability.

~Fault Summary

(%) Vv A

2 24 7

A

Equipment! Servers  LAN I SP.Nl VM! adrnin |

Filter: Al

||

== Lan
¢} LN Cloud
8 Fabric A
Fabric &
"i Q05 System Class
=] LAM Pin Groups
Threshold Policies
El WLAMN Groups
=] wLans
() Appliances
=] Internal LAN
f- & Policies
[—}-@ Pools

E| ‘5:3‘ I’Dgt

=158 1P Pools

Eg AC P 4__
B MAC Pool SP-Pod-MAC-Fool
: A MAC Pool default

Asig Sub-Organizations

[}-)’2 Traffic Monitaring Sessions

[]--% Metflow Monitoring

11

WWPN

@ EX Mew - @ Options i ) Pending Activi

»» =Lan v @ Pools * si:’a rook ﬂ MAC Pools

~MAC Pools

1+ (=) | Filter | = Export |igs Print

Mame

252 MAC Poal SP-Pod-MAC-Pool
------ H M&C Poal default

For Fiber Channel Connectivity, WWN and WWPN pools must be created from the SAN tab in the
navigator pane, in the Pools node:
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Fault ¥

(v/ A A Q 3 New - | [ Options (] Pending activities | (@] Ext

2 24 7 3 >> Shsan @ rools S raat 0 @ W Pools

Equipment | Servers | Lan | 58 | vt | acmin | ST

- ot
Filter: Al = I+ (=) | & Filter | = Export | (5 Print

Hame [ Siee |
W= B W Podl SP-WWNN 128 16
E=ED -8 [20:00:00: 25:B5:F0:
) SAN Cloud B WIWNN Pool node-tefaule 0 0
£ Fabric A
Em Febric
=] 5N Fin Groups.
Threshold Policies

Policies
[=-¢) 5AM Cloud
Thresheld Policies
45, root
Defoult yHBA Behavior
Fibre Charnel Adapter Policies
- &5 LACP Folicies
SAN Connectivity Policies
Starags Cornection Polities
Threshald Polcies
[ v Templates
&3, Sub-Organizations

@ podls
%, root
1258 10 Pools
ool defalt
= UM Pool SP-W kN

2553 [20:00:00:25:B5:FD: 10:00 - 20:00:00:25B5:F0: 10;
@ wravn Pool node-defaulk
- 85 WWPN Pools
=168 WWPN Pool SP-WWPN
[ :

& wrwPh Pool default
& WM Pools
53, Sub-Organizations
024 Traffic Monitoring Sessions

" Fault Summary

v A A (€] E3) New ~ | [ 4 Options (i) Pending Activiies | [8] Exit

z 24 7 a >> S| 5AN ¢+ 6B Pools + &, rook + G WWPN Pools
| WWPN Pools

Eauipment | Servers | Lab | SAN | um | Admin |
(=) |4 Fiter | = Export | iz Print

Filter: Al - ! B
s]c] |
EE=EX
E1-¢) 54N Cloud
2 Fabric A
£ Fabric B
=] 5aN Fin Groups
Thresheld Policies

YSANS
=) Storage Cloud
A Fabric A
T Fabric B
=] vsans
£ & policies
(=) 5an Cloud
Threshold Policies
(=483, rook
Default vHEA Behavior
Fibre Channel Adspter Policies
LACF Folicies
5AN Connactivity Policies
Storage Connection Policies
Threshold Policies
vHBA Templates
- g3, Sub-Organizations
£ @ Pools
[£1-,5%, root

(=24 10N Podls

152 Pool default

8 WWKN Pools
B3 WWRIN ool SP-iifiR
-~ M58 [20:00:00:25:E5:F0; 10:00 - 20:00:00:25:E5:F0: 10;
B3 WWHN ool nods-default

WWPR Pool SP-WWRR
158 [20:00:00:25:B5:F2:20:00 - 20:00:00:25:B5:F2:20;
B3 WWRN Pool default
B WM Pocls
23, Sub-Organizations
4[24 Traffic Monitoring Sessions

12. For this project, we used a single VSAN, the default VSAN with ID 1:
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Fault summary

v A A Q £ new - | |4 Options 0

24 7 3 >> = san e Chsan coud > =] vsans

Equipment | Servers | Lan | S48 | vt | admin

| =

ETH Fabric A EIH FabricB
EDE Fabric B
= e croups

1) (=) | Fier | = Export | gz Frint

Filter: Al i
Hame | 5] Fabric 1D [ I Type | T Role Trensport

WSAN default (1)

3
5 Policies
B 5N Cloud
Thresheld Policies
B &5, raot
55 Defaulk vHBA Behavior
Fibre Channel Adapter Policies
LACP Policies
5] SN Connectivity Policies
& storage Connection Policies
Threshold Palicies
WHBA Templates
4, SUb-Organizations
&5 Podls
g5, root
258 1o Pocls
152 pool default
5 WMINN Podls
1683 WWINN Pool SP-WWHN
- 158 [20:00:00: 25/65:FD: 10:00 - 20:00:00:25:B5: FO:10;
83 WWNN Pool nods-default
@ WWPN Pools
1683 WWPN Pool SP-WWPN
© 1% [20:00:00:25:85:F2: 20:00 - 20:00:00:25: 85:F2:20:
B3 WWPN Poal default
B Wi Pads
£ Sub-Organizations
12 Traffic Morikoring Sessions

13. From the LAN under the Pools node, we created an External Management IP address pool for use
by the Cisco UCS KVM connections to the blade servers in the study.

v | Sorors (VAN Sant| via | Aduin

14. The next pool we created is the Server UUID pool. On the Servers tab in the Navigator page under
the Pools node we created a single UUID Pool for the test environment. Each UCS Blade Server
requires a unique UUID to be assigned by its Service profile.

o - P

Equpment (56985 | et sa | | adrin
Filter: Al = # (= | & Fiter| = Export i Print

ULIE Profix

Name Pool Name

| = & -Fool SP-UUIC-Pool 1.
[ —) a0 oocoocoocol. 230000000040

Tl Poo default T BEFSEAIC 9B TIEL

B servers
455 service Profies
= [l Service Profie Templates
3148, oot
# 5 polides

5 5 o0l SPULID-Pcl
58 “Z340-000000C00C0 - Z3A0-000000000040]
152 ool defeut
Sub-Organizations
. schedies
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15. We created four Server Pools for use in our Service Profile Templates as selection criteria for

automated profile association. Server Pools were created on the Servers tab in the navigation page
under the Pools node. Only the pool name was created, no servers were added:

a Cisco Unified Computing System Manager - UCS-EXC-SP
Fault Summary =
Q v/ A A @ 3 Hew ~ Activite

[ ptions @ Exit
2 24 i 3 >> o Servers @) Pooks + &, rook b o Server Paols

Equipment | Servers | Lan | san | v | adwin L

e - 14 =) | Fiter | = Export | iz Print
flame: [ Size
* | = 'S Server Podl PriveteTenart 7
Bl ey Servers - &5 Server Pool SP-Infrastructure 2
== Service Profiles 5 server Pool Serverlso 0
rvice Profile Templates - 55 Server Pool Shared 7
root 5 Server Pool default [

Fools
Server Pool PrivateTenant
Server Pool SP-Infrastructure
Server Pool Serverlso
Server Pool Shared
Server Pool default
B8 UID Suffix Poos
4%, Sub-Organizations
&l Schedules

16. We created three Server Pool Policy Qualifications to identify the blade server model, its processor
and the amount of RAM onboard for placement into the correct Server Pool using the Service Profile
Template. In this case we used slot id to segregate tenant hosts into specific slots. (We could have

used a combination of chassis, slot, server model, etc or any combination of those things to make
the selection.)
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" Fault ¥
8 \ !/ A A @ B New - | [ Options (i} ding Activities | (@] Extt
. = 7 3 P> g SErvErS * Palicies * ﬂﬂla root ¥ Server Pool Policy Qualifications
Equipment | SErvers | L,qNI S'qN! WM E Admin‘i ~Server Pool Policy Qualiﬁ(atil.]ns
Filter: Al = 1= QFilter = Export | (55 Print

Mame I Max. I Model

- £ B200M3-Infra

Sz Servers PrivateTnt
= service Profiles +_£|-- Shared

= Service Profile Templates T2 al-chassis

(=%, root
- & Adapter Policies
(- & BIOS Defaults
[+ 5} BIOS Policies
- =) Boat Policies
- E Host Firmware Packages

IPMI Access Profiles
- 55 K¥M Management Policies
& 5 Lacal Disk Config Policies
[+ Mairkenance Policies
-- Management Firmware Packages
- B Memary Policy
23 Pawer Control Policies
- =) serub Policies
- 5 Serial over LAN Policies
23 Server Pool Policies
| Policy Cu
B200M3-Infra
PrivateTnt
Shared
all-chassis
F- S5 Threshald Policies
- &5 i5CSI Authentication Profiles
- 55 wMedia Policies
- 55 ¥NIC/vHEA Placement Policies
g Sub-Organizations
1683 Paoks

B-@d| Schedules

17. The next step in automating the server selection process is to create corresponding Server Pool
Policies for each UCS Blade Server configuration, utilizing the Server Pool and Server Pool Policy
Qualifications created earlier.

Equipment: | Servers | Lant | 5an | | admin | I
&) Filter | = Expart i3z Print

Filker: All -

Narne, Tairget Pool
Server Pool Palicy SharedTenant jorg-rock{compute-pool-Shared

e

ooy ServErs Server Poal Palicy B200M3-Infra lorgrroat compute-pool-5P-Infrastructure

== Zervice Profies Serwer Pool Policy Private Tenant lorg-rook/compute-pool-PrivateTenant
Service Profile Templates Server Pool Policy Serverlso

£ rook Server Pool Pelicy Shared lorg-rook/compute-pool-Shared
Policies
B, rock
Adapter Policies
B105 Defauks
BIOS Policies

Hast Firmware Packages
IPMI Access Profies Create Server Pool Policy

K¥M Management Palicies
Lacal Disk Config Policies
Mairtenance Policies

Management Firmware Packages Hame: [SharedTenant
Memary Palicy

Power Control Policies Description: |

Scrub Policies  Target Paol: Server Pool Shared -
Serial over LAN Policies

Server Pool Palicy B200M3-Infra
-5 Server Poel Policy PrivateTenant
Server Pool Palicy Serverlso
5 Server Pool Policy Shared

=} Server Pool Policy Qualfications

- & B200M3-Infra

PrivatsTrt

- &0 Shared

all-chassis

Threshold Policies

5CSI Authentication Profiles
vMedia Policies

VMIC/vHEA Placement Policies

&, Sub-Organizations

@) Padls

(&l schedules

i

Cancel
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18. To create the policy, right-click the Server Pool Policy node, select Create Server Pool Policy,
provide a name, description (optional,) select the Target Pool from the dropdown, the Qualification

from the dropdown and click OK. Repeat for each policy to be created.

19. On the LAN tab in the navigator pane, configure the VLANs for the environment:

Fault Summary

\/ A

2 2% 7

equpment | servers LA san | v | adrin

A

3

Filter: 4l
ElE
EE T

) LAN Cloud.

EmFabric A
- FabricB

O
internal Lan
5 polcies
@ Pools.
g5 rost

15 1P Pocls

15 1A Pools

25, Sub-organizations

12 Treffic Moritoring Sessions
“B Netflow Monitoring

@ @ 5inew-| B ostirs 0 [OF

>> Suan > Cliandoud» e

Lans

&, Fiter | = Export | i Print

MNarme. o) Type Transport MNative:

=T VLA VLA (7) n Lan Ether o one
=1 WA LA (01 00 Lan Ether o fone
=] VLAN VLANTL (71 7L Lan Ether o None
=] WLAN VLANT2 (72 72 Lan Ether o Nore
=] WLAN VLANT3 (73) 73 Lan Ether o one
=] VLN VLANT4 (74 iz lLan Ether o INone
=] VLAN VLANTS (75) 3 Lan Ether o None
=] VLAN VLANTG (76) 3 Lan Ether o Nore
=] AN VLANT? (77 7 Lan Ether No None
=] VAN VLANTS (78] 7 Lan Ether No None

‘Details

et | org permisions | LAN Group Menbership | Fauts | Events

Fault Summary

Y A A

0 0 0 o

Properties

Actions
25, vty waniOrgpemisirs

] beete

Name: ¥LANTO

Native VLAN: No.
Network Type: Lan

Lacale: External

Ouner: Local

Mkicast Policy Name: | <rot set>

Multcast Policy Instance: org-rootmc-poiicy-default

Sharing Type: |+ None ( Primary ( Lsolated ( Commurity

LA ID: [0

Fabric ID: Dual

I Type: Virtual

Transport Type: Ether

E3 creste Muicast Poicy

20. In this project we utilized nine VLANSs to accommodate our four traffic types and a separate native
VLAN for all traffic that was not tagged on the network. The Storage VLANs provided

communications for NFS and CIFS storage traffic.

21.

On the LAN tab in the navigator pane, under the policies node configure the vNIC templates that

will be used in the Service Profiles. In this project, we utilize two virtual NICs per host, one to each
Fabric Interconnect for resiliency. QoS is handled by Cisco Nexus 1000V for the VM-Network, so
no QoS policy is set on the templates. Both in-band and out-of-band management VLANS are
trunked to the ethO and ethl vNIC templates. The Default VLAN is 79 and used for PXE booting
for UCS Director Baremetal Imaging.

Fault summary

v A

2 2 7

Equipment | Servers | LAN | san | v | advin

Filter: Al

() Appliances

AN Cloud

5 Link Profie
hreshold Polces
IDLD Lirk Policy

5, root
Default vHIC Behavior

Dynamic vNIC Connection Poliiss:

Flors Cantral olicies

LACP Policies

LAN Connectivity Polces

Link Protocal Palicy

Mulicast Polcies

Netwark Cartral Polcles

QoS Poliies

Threshald Policies

VMQ Connection Foliiss

WSNIC Connection Policies

NI Template Das5-A
VNI Template Das8
VNIC Template Farmsot -4
VNI Template Farmiso1 8
VNIC Template Farmisoz-#
NI Templete Farmiso2-8
NIC Template Shered-4.
WNIC Templete Shared:s
5 Sub-Organizations
@ Pooks
g root

15 1 pocs

15 wac pools

%, Sub-Organizations

12! Taffc Mritorng Sessons

Q B New ~

>> SJuan > 55 polcies » b, root » [l WIC Templates
WNIC Templates

3 optons 0

() (= |, Fier | = Export |z Print

Ext

Name.

=i Metwork YLAN7O.

=l Metwork vLaN70L

=il Network VLANT1

=il Metwork YLANT2

- Metwork VLANTS

=i Metwork YLANT4.

= Metwork YLANTS

=i Metwork YLANTS.

<l Network vLANTT

=il Metwork YLANTS

=i Metwork YLANTS.

YNIC Template Daas-B
NI Template Farmiso -
4l Metwork VLANTO

=i Network VLAN7OL

=l Network VLANT1

=i Metwork YLAN72

=i Metwork YLANT3.

<l Network YLANTS

=i Metwork YLANTS.

WNIC Templats Farmlso1-8
NI Template Farmiso2-A
=i Metwork YLANTO

=il Network VLAN7OL

=il Network VLANT1

Al Network VA2

=i Metwork YLANT3.

4l Metwork VLANT?

=i Metwork YLANTS.

WNIC Template Farmiso2-8
VHIC Template Shared-
=i Metwork YLANTO.

= Metwork VLAN7OL

=il Network VLANT1

4l Network vLan72

=il Metwork YLANT3.

=i Metwork YLANT4.

] Metwork VLANTS

NI Template Share B

VLANTO
VLaNTOL
VLANTL
LanT2
VLANTS
VLANT4
VLANTS
LANTE
LaNT?
VLANTE
LaNTS

VLANTO
VLaNTOL
LANTL
LaNT2
VLANTS
VLANTE
VLANTS

LaNTo
VLANTOL
LaNTL
LANTZ
VLANTS
LANTT
VLANTS

LaNTO
VLANTOL
VLANTL
LanT2
VLANTS
LANT4
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VLAN

ative VLAN
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22. To create vNIC templates for ethO and eth1 on both fabrics, select the Fabric ID, select all VLANSs
and set the MTU size to 9000, select the MAC Pool, then click OK.

23. Prepare the Perf-Cisco BIOS Policy. From the Server tab, Policies, Root node, right-click the BIOS
Policies container and click Create BIOS Policy. Provide the policy name and step through the
wizard making the choices indicated on the screen shots below:

> g Servers & Policies g, root &5 B10S Policies * &5 B200M3-Perf

sedenced  Boot Opins| server anagemer | cverts [

Equipment |

s|=
EEN

=% Service Profiles
Service Profile Templates

E adapter Policies

E BIOS Defaults

= £ BIOS Policies
20 il

BT ushiIc

& Boat Policies

& & Host Firmware Packages

----- B IPMI Access Profiles

----- £} kWM Management Folicies

&5 Local Disk Config Policies

& Maintenance Policies

- & Management Firmware Packages

& Memory Palicy

5 Power Control Policies

- 5 Scrub Policies

- & Serial over LAN Policies

= & server Podl Policies
& Server Pool Policy B200M3-Infra
5 Server Poal Policy PrivateTenant
5 Server Pool Policy Serverlsn

The Advanced Tab Settings

o @ Hew - | [ options | @ @ | ik Pending Activiies

>> wp Servers » G5 Policies * &, root 55 BIOS Polices » 555 B200M3-Ferf

et

w | =
= o servers
5= Service Profiles
5[l service Profile Templates
L, root
Policies
185, root|
55 Adapter Policies
5 105 Defauls

55 Boot Policies

55 1PMI Access Profiles
55 kWM Management Policies
= Local Disk Config Nolicios
55 Maintenance Policiss
55 Management Firmware Packages
0 Mamnry Prlicy
55 Power Control Policies.
55 Serub Policies.
55 Serisl over LAN Policies
55 Server Pool Policies
55 Server Pool Policy B200M3-Infra
55 server Pool Policy PrivateTenant
5 server Pool Policy Serverlso
& server Pool Policy Shared
55 Server Pool Policy Qualifications
£ B2OOM3-Infra

55 acnasss
&5 Threshold Policies. =
5 i5C1 Authertication Profiles
5 e Pulcics

555 UhIE oA Placement polies

4, Sub-Organizations - - o

1@ Pook
-l schaches =
Platform Default =

Platform Default

Platform Default -

e - &
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Q& Mew - | [& options | @ @ | i Pending Activities | [G] Exit

>3 g Servers ¢ &) Policies * &5, root ¢+ &) BIOS Policies * &) B200M3-Perf

Bat Options | Server Management | Events |

[Ep——
[#-=5 Service Profiles

=-[AH Servics Profils Templates
2% rook

= = Policies

=

EY Adapter Policies

i

LS5 usMIC
EY Boot Policies
EY Host Firmware Packages
EY IPMI Access Profiles
E kWM Management Falicies
= Local Disk Config Policies
= Maintenance Falicies

& a . Mew ~ Dgptwuns | (7] ﬂ ‘ .Pend\ng Activities ‘ gx\t

B e Servers © 5 Policies .E:II rook + 5 BIOS Policies + &) B200M3-Perf

oot Optons  serve Managemen | Evert< [N

Processor | Intel Direcked 10

maximum-petformance B

£ ] L) {+]

-Li-.llL:J

e Servers
=5 Service Profiles
E. Service Profile Templates

] (e

PlatFarm Default B

& adapter Policies
- B BIOS Defaults
£ &) BLOS Policies

e ushiIc
& Boot Policies
- ) Host Firmware Packages
- B0 IPMI Access Profiles
Eﬁ KvM Management Policies
- & Local Disk Config Policies
#- 5 Maintenance Policies
g Management Firmware Packages
&0 Memary Policy

The remaining Advanced tab settings are at platform default or not configured. Similarly, the Boot
Options and Server Management tabs‘settings are at defaults. Many of the settings in this policy are the
UCS B200 M3 BIOS default settings. We created this policy to illustrate the combined effect of the
Platform Default and specific settings for this use case.

Be sure to Save Changes at the bottom of the page to preserve this setting. Be sure to add this policy to
your blade service profile template.
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=/ | & Filter | = Export | iz Print

Create Host Firmware Package

Mame

W W T

Description: |

How would you like to configure the Host Firmware Package? ¢ Simple = Advanced

Adapter | cimc | B105 | Board Controller | FC adapters | HBA Option RoM | Storage Controller | Local Disk | GPuUs |

<#, Fiter | = Export |z Print
Select wendor Model FID Fresence Wersion |
[m] Cisco Systems Inc Cisco UCS MSIKR-G rz0-AB000Z ) <ot set> ==
] Cisco Systems Inc Ciseo UICS MB1KR NZ0-AC0002 Ty Znot sek> =
[m] Cisco Systems Inc (Cisco UCS M71KR-E N20-AE0002 A <nokt set> -
[} Cisco Systems Inc Cisco UCS M7ZKR-E MZO0-AE010Z MY <nok sek> -
] Cisco Systems Inc Cisco UICS ME1KR-T NZ0-AI0102 s <not set> B
[m] Cisco Systems Inc [Cisco UCS M71KR-Q Mz20-AQ0002 A <nok sek> -
[m] co Systems Inc Cisco UCS M7ZKR-Q) M20-AQ0102 A <nokt sek> -
[m] Cisco Systems Inc Cisco UCS VIC 1260 UCS-vIC-MBzER nfa <net set> =
[m] Cisco Systems Inc Cisco UCS MEe1KR-B UCSBE-MEZ-BRC-02 M <nok sekx -
[m] co Systems Inc [Cisco UCS M73KR-E UCSE-MEZ-ELX-05 A <not set> -
(] Cisco Systems Inc Cisco UCS M73KR-Q UCSE-MEZ-QLG-03 MiA <not set> -
1 I Cisco Systems Inc Cisco UCS vIC 1240 UCSB-MLOM-40G-01 NSA Z. 720y | <
[

Create Host Firmware Package E=sag

Cancel |

24. Continue through the CIMC, BIOS, Board Controller and Storage Controller tabs as follows:

El
S Create Host Firmware Package

HName: [2.2.2c
T

Description; |

How would you like to configure the Host Firmware Package? " Simple (% Advanced

Adspter | €IMC | BI0S | Board Controller | FC Adapters | HBA Option ROM | Storage Cortraller | Local Disk | GRUS |
&, Filter | = Export | Print

Select endor Hodel PID Presence iersion =
r Cisco Systems Inc (Cisco UCS B230 MZ BZ30-BASE-M2 ik <ot set> - -
r Cisca Systems Inc (Cisco UCS B440 MZ B440-BASE-M2 o <ot set> B
O Cisca Systems Inc Cisco UCS B200 M1 N2D-BEE2D-1 m <not set > -

O Cisco Systems Inc Cisco UCS B250 M1 N2D-BE620-2 m <ot set > -

O Cisco Systems Inc Cisco LICS B200 M2 N20-B6625-1 m <ot set > -

O Cisco Systems Inc Cisco LICS B250 Mz N20-BE625-2 o <ot set > -

O Cisco Systems Inc Cisco LICS B230 M1 N20-66730-1 njA <ot set > -

Cisco Systems Inc Cisco LICS B440 M1 NED-B6740-2 g <ot set> -

| [ Cisco Systems Inc Cisco UCS B200 M3 UCSB-B200-M3 N/A 2.302t) 1 -
Cco oystems T Cieco U B22 3 [RjstR ] ‘ﬁ <k set -

r Cisco Systems Inc (Cisco UICS B420 M3 UCsE-B420-M3 ) <nat set> -

[m] Cisco Systems Inc (Cisco UCS Stalable M Bladz ... |UCSE-EX-M4-1 rua <not set> -
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# Create Host Firmware Package

Create Host Firmware Package

Description: |

How would you like to configure the Host Firmware Package? (* Smple & Advanced

adapter | CIMC | BIOS | Board Contraller | FC adspters | HBA Option ROM | Storage Contraller | Local Disk | GPUs |
&, Fiter | = Export | g Print

Select endor Mode| [ PID [ Presence Version |
] Cisco Systems, Inc. Cisco UCs 230 M2 E230-BAsE-M2 e <not set> - [=
] Cisco Systems, Inc. (Cisco LICS B4401 M2 B440-BASE-12 A <not et -

r \Cisco Systems, Inc. (Cisca LICS B200 ML }Wﬁszm bﬂ <nok set> E
[m] ntel Corp. istn ICS B200 ML 20-B6620-1 A <not set> -
] Cisco Systems, Inc. (Cisco UC5 B250 ML h20-B6620-2 A <not set> -
[m] ntel Corp. istn LICS B250 ML 20-B6620-2 A <not set> -
] Cisco Systems, Inc. (Cisco UCS B200 M2 N20-B6625-1 A <not set> -
[m] Cistn Systems, Inc. Chseo UCS B250 M2 20-B6625-2 A <not set> -
] Cisco Systems, Inc. (Cisco UC5 B230 ML M20-B6730-1 A <not set> -
i = Cisco Systems, Inc. Cisco UCS BZ00 M3 UCSB-BZ00-M3 N/A FEBO0MS, 2 2.2.0,042620, .,
EHE O Feo UL EZZT TCoEE2Z T St et =

] Cisco Systems, Inc. (Cisco LICS B420 M3 UCSE-B420-M3 g <not set -
] Cisco Systems, Inc. Cisco UC3 Stalable M4 Blade .., |ICSB-EXM4-1 i <not set> -

Create Host Firmware Package

Description: |

How would you like to configure the Host Firmware Package? ¢ Simpls & Advanced

Adapter | CiMC | B105 | Board Controller | FC Adapters | HEA Option ROM | Starage Contraler | Local Disk | GFUs |

&, Fiter | = Export | Print

Select Vendar Model PID Presence Version [l
- Cisco Systems Inc Cisco UCS B230 M2 BZ30-BASE-MZ A <ot sek> - =

C Cisca Systems Inc Cisca UCS B440 M2 E440-BASE-MZ A <not set> -

C Cisca Systems Inc Cisca UCS 6250 ML N20-B6620-2 A <not set> -

- Cisca Systems Inc Cisto UCS E250 M2 N20-B6625-2 A <nat set> -

r Cisto Systems Inc Cisco UCS B230 ML NZ0-B6730-1 A <ot set> -

1 i Cisco Systems Inc Cisco UCS B200 M3 UCSB-B200-M3 N/A FEX <

Clsca Systems Inc Cisco UC5 B22 M3 UCSEE22M3 7 <ok sek > -

C Cisca Systems Inc Cisca UCS B420 M3 UCSE-B420-M3 |1 <not set> -

- Cisca Systems Inc Cisto UCS Scalable M4 Blade .., UCSB-EX-M4-1 T <nat set> -
-]

Cancel

Note  We did not use legacy nor third party FC Adapters nor HBA’s so there was no configuration required on
those tabs.

The result is a customized Host Firmware Package for the Cisco UCS B200 M3 blade servers.

Note  For this project we utilized Fiber channel to boot from SAN.
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25. In the Servers tab, expand Policies > root nodes. Select the Boot Policies node. Right-click and
choose Create Boot Policy from the context menu.

26. In the Create Boot Policy dialog complete the following:

a. Expand Local Devices

b. Select Add CD-ROM

c¢. Expand vHBAs

d. Select Add SAN Boot (vHBAO) as Primary

e. Select Add SAN Boot (vHBAL1) as Secondary

f. Adjust boot order so it is CD-ROM, vHBAO, vHBA1.
27. Click Save Changes.

=quipmert: | Servers [ Lan | sari | M| Admin | Generdl | Events
Filter: Al - P
Hame: BES_VNX
| = =
Descrpion: |
Fp e T Delete Owner: Local
~ Service Profies
i service Profie Tempites Show Policy Usage Reboot on Book Order Change: |
;il‘a rosk - \Uss glet Enforce vHICIHBAfISCSI Name: [9

Eliep rook Book Mode: | (¥ Legacy ( Uefi
S5 adapter Polcies el

55 B10S Defaks =
55 5105 Polces 9
5 ponomapert The does not indicate 2 boot order pr

= The effective order of boot devices e class (1

Te bus scan order.
1F Enforce vNIC/vHBA/iSCST Name is selected and the vNEC/YHBAISCST daes not exist, a config error will e reported.

TF it is not selected, the wNICsivHBAS/ISCSI are selected if they exist, otherwise the wNIC/vHBAJISCSI with the lowest PCle bus scan

it (=) | & Fiter | = Export | 5 Print
CIMC Mounted vMedia ¥ I HName: | Order [ WNIC/VHBAJISEST vHIC |

= T

5 N
oot Poiicy Localfoot
ot Policy defalt
oot Policy diag

ok Polcy Uity
Firmuare Packages

= I o

200M3-2.2.2C =] A primary HEAD Primary
- 5 B200M3-IVE-2.1.3 =] 5AM Target primary
5 defaut i

IPMI Access Profiles
KUM Management Polces
Local Disk. Config Policies
Mainteniance Policies

Primary ]
_ * =] 54N Targek secondary Secandary ]

=] 54M secandary VHBAL Secondary

ISCSTWNICS v =] 54N Target primary. Primary o

- =] A Target secondary

Secondary 0
Managemert Firmuare Packages =}

Memory Policy =]t etho Prinary

Power Control Poicies =Lt etht Secondary

Strub Poliies

Serial over LAN Polices
Server Pol Polces
55 server ool Policy B20013-Infra

erver Pool Plicy PrivateTenant
=l Server ool Polcy Serverlso
) Server Pool Policy Shared

28. Create a service profile template using the pools, templates, and policies configured above. We
created a total of five Service Profile Templates, one for each tenant model, Shared, Server Isolation,
Private Tenant 1, Private Tenant 2 and Infrastructure Hosts (Infra)as follows:

r Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure



Note

Solution Validation W

[ Options | o 0 | £ Pending Activities ‘ [@] Exit

& Q@ O SZnew-

»3 e Servers » [ Service Profile Templates » &, root

Sub-Onganizations | Service Profies | ook | Poiies | FC Zones | Fauks | Events|

[Shey o SEFWEFS
-5 Service Profiles

Service Template SP-Shared-N1KY
Service Template SP-Tenant-SI-MLKY
Service Template SP-Tenant1-N1KY

* Service Template SP-Tenant2-N1KY
R R i e
- & Policies

&5 pools

(&) Schedules

o

29. To create a Service Profile Template, right-click the Service Profile Templates node on the Servers
tab and click Create Service Profile Template. The Create Service Profile template wizard will open.

30. Follow through each section, utilizing the policies and objects you created earlier, then click Finish.

On the Operational Policies screen, select the appropriate performance BIOS policy you created earlier
to insure maximum LV DIMM performance.

For automatic deployment of service profiles from your template(s), you must associate a server pool
that contains blades with the template.

31. On the Create Service Profile Template wizard, we entered a unique name, selected the type as
updating, and selected the SP-UUIDs Suffix Pool created earlier, then clicked Next.
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Unified Computing System Manager

Craate Service Profile Template Identify Service Profile Template %)

You must enter a name for the service profile template and specify the termplate type. You can also specify how a UUID will be

1 i i = S
Ieatily Service assigned to this template and enter a description.

Profile Template
5] Hatoorkiy _DaasispiTmp It_
Storage (L1
£oning
a whIC/vHEA Placement
whMedis Policy
Server Boot Order

2
3
4.
S
6.
7
8. I maintenance Policv
9.

Server Assignment

10. DOperationaI Palicies

SP-LIUID-Pool(48/64) -

= Prey | Hext > I Finish | Cancel |

32. We selected the Expert configuration option on the Networking page and clicked Add in the adapters
window:
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Unified Computing System Manager

Create Service Profile Template NEtWQrklng
Optionally specify LAN configuration information.

+ ' Identify Service Profie
Template

['% 2./ Netwarking
* Dstozo
4 Jzoning

5. DvNICivHBA Placement

6

7

g

9

hedia Palicy.
Server Book Order
Maintenance Policy
Server Assignment.
10. DOperationa\ Policies ; MAC Address Fabric ID Mative YLAN

'Delete Add B Modify

i9CSI ¥NICs

<Prey | Next = I Firish | Cancel |

33. In the Create vNIC window, we entered a unique Name, checked the Use LAN Connectivity
Template checkbox, selected the vNIC Template from the drop down, and the Adapter Policy the
same way.
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Create vNIC

Create vNIC

34. We repeated the process for the remaining vNIC , resulting in the following:
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Unified Computing System Manager

Create Service Profile Template NEtWOI'klng
Optionally specify LAN configuration inforrmation.

-/ Identify Service Profils
Template
¥ Netwaorking
Jsarse
Zoning
wMICvHBA Placement
wMedis Policy
Sepwer Book Order
Maintenance Policy
a Server Assignment
18, d i i T
7 ¥NIC DaaS D derived u
=i ¥NIC DaaS-B Cerived derived

e L

ﬁDalete Add Modify

ISCSI wNICs

< Pres | Mext = I Finish Cancel

35. Click Next.
36. Click Next.
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+ Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template Storage
Optionally specify disk policies and SAM configuration information.

+ ¥ Identify Service Profile

Template

 Metworking

N Storage
Zoning Select Local Storage
wMIC vHBA Placement
wMedia Policy
Server Boot Order
Maintenance Policy
Server Assignment

10. L] operational Policies

S0 TR L N

Select {pool default used by default)

<Prev | |HExE Finish Cancel

37. On the Zoning page, click Next.
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+ Create Ser Template

Unified Computing System Manager

Create Service Profile Template

Specify zoning information

*/ Identify Service Profile
Template
 Metwarking
Storage
Zoning
B ¥NIC/vHBA Placement
wMedia Policy
Server Book Order

Maintenance Policy

el

Server Assignment
Operational Policies

=

Starage Connection Palicy Mame

2 Add To 22>

5 Delete add B8 Modify

< Prev

Finish Cancel

38. On the vNIC/vHBA Placement page, click Next.
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» Create Service Profile Template

Unified Computing System Manager

Create Service Profil Template vNIC/vHBA Placement
Specify how vNICs and vHEAs are placed on physical netwaork adapters

¥ Identify Service Profile
Termplate:

2. Metwarking

3. Storage

4 ¥ zoning

5. ' yNIC/¥HBA Placement
6

7

8

9

-V ubledia Palicy
Server Book Ordsr
Maintenance Policy
Server Assignment

Operational Policies plame Address

~j ¥NIC Daas Derived
i vMIC Daas-B Derivad
-~ vHBA fco Derived
=10 vHBA fc1 Derived

& Movelp W MoveDown [ Deleste % Reorder [y Mocfy

Mzt = Firish | Cancel

39. vMedia Policy click Next
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+ Create Service Profile Template [ ]

Unified Computing System Manager

Create Service Profile Template viMedia P0|ICy
Optionally specify the Scriptable vMedia policy for this serice profile template

1. Identify Service Profile
Template

3 \/Netwurking

. \/Sturage

 Zoning

+  yMIC}vHBA Placement

- yMedia Policy

Server Boot Order

Maintenance Policy

wom oo w

Server Assignment

Operational Policies

< Prey | Mt > I Finish | Cancel |

40. On the Server Boot Order page, select the Boot From SAN Boot policy BFS_VNX, created earlier
from the drop-down, then click Next to proceed.
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Unified Computing System Manager

Server Boot Order
Optionally specify the hoot policy for this service profile template.

Create Service Profile Template

' Identify Service Profile
Template

‘/Networkjng
'Storage

¥ zoning.

 yNICIvHBA Placement
'yMedia Policy
'Server Book Drder
' Misintenance Policy
Dlserver assignment
10. Doperational poiiies

RN (N ROy

1) =) |, Fier | = Export | gz Print
Mame | order | vhICivHBAfiSCSI vhIC Type | Lnp
=-=] 5an 1
[=-=] SN primary vHEAD Primary
=] 5AM Target primary Primary 50:06:01:66:06:64:2F158
i =] SAM Target secondary Secondary 50:06:01:63:08:64:2F:58
=] 54N secondary Secondary
5 SAM Target primary Primaty S0:06:01:6A:05:64:2F 88
5 SAM Target secondary Secondary 50:06:01:62:08:64:2F:55
EE= L4
~=]LaM stho eth Primary
-~ =] LaM stht ethl Secondary

Create I5C51 viIE Set i5C51 Boot Parameters

=< Prev | Next = I Finish | Cancel

41. Do not create a Maintenance Policy for the project, click Next to continue.

Unified Computing System Manager

Create Service Profile Template Maintenance Policy
Specify how disruptive changes such as reboots, netwark interruptions, and firmware upgrades should be applied to the server
associated with this serice profile

 Identify Service Profie

Template

 Hetworking

V(Storage

¥ Zoning

NI /HEA Flacement

 Server Boot Order

'/ Maintenance Policy

 server Assignment
Operational Policies

Maintenance Policy

Select a maintenance policy ta include with this service profile or create a new maintenance policy
that will be accessible to all service profiles.

sl o olh e

..... Create Maintenance Policy

Mo maintenance policy is selected by default.
The service prafile will immediately reboot when disruptive

changes are applied.

Lk ] [(wees | [ Fnish ][ Concal
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42. On the Server Assignment page, make the following selections from the drop-downs and click the
expand arrow on the Firmware Management box as shown:

a Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template Server ASSIgnment
Optionally specify a server pool for this service profile template
1 1dentify Service Profile
Taiolsia T Ca T SETE T & SEr Ve OO O T T a5 S O ErE WIS SETvICE PTOnE TEmpEre: B
2. Networking
3. v storage
+ ¥ zoning Pool Assignment: Shared - | 3 create Server Pool
S yMIC/vHBA Placement e =
B, o % elect the power state to be applied when this
whiedia Pl profile is associated with the server.
7. gerver Boot Order
3.V Maintenance Policy @ Up (" Down
9. ¥ server Assignment
10. | operationsl policies

The service profile template will be associated with one of the servers in the selected poal,

IF desired, you can specify an additional server poal palicy qualification that the selected server must mest,

Ta do sa, select the qualification Fram the list.

Server Pool Qualification: '_?harad -

I
Restrict Migration: |
Firmware Management (BIDS, Disk Controller, Adapter)

IF you select a host firmware policy For this service profile, the profile will update the firmware an the

server that it is associated with,

Otherwise the system uses the firmware already installed on the associated server.

Host Firmuware: EX Create Host Firmware Package
= Prev | Mezxt = I Finish | Cancel |

For the other four Service Profile Templates that were created for the project, we choose Serverlso,
PrivateTenant or Infrastructure for Pool Assignments and PrivTnt or Infra for the Server Pool
Qualification.

In all three cases, we utilized the Default Host Firmware Management policy for the Cisco UCS B200
M3 blades.

43. On the Operational Policies page, expand the BIOS Configuration drop-down and select the
B200M3-Perf for User Workload Hosts, then click Finish to complete the Service Profile Template:
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Unified Computing System Manager
(Create Service Profile Template operational POIiCies

Optionally specify information that affects how the system operates

- 1dentify Service Profile

Template
+ Networking BIDS Configuration

+ Storage

+ Zoning.

 whIC v HEA Placement
 wiedia Policy

+ Server Boot Order

 Mainit Policy

A External IPMI Management Configuration
 Server Assionment
+ Dperational Policies Management IP Address

ttings, select @ BIOS policy that wil be associsted with this service profils

reate BIOS Policy

Sl R W T

Monitoring Configuration (Thresholds)

Power Control Policy Configuration

Scrub Policy
K¥M Management Policy ¥

< Prey | Mlexk > I Finish Cancel

44. Repeat the Create Service Profile Template for the four remaining templates.

The result is a Service Profile Templates for each use case in the study and an Infrastructure template as
shown below:

Fault Summar:
= (€] & New - | [@ Options | @ @ Pending Activities

A% AN 7:N

2 24 7 3 >> e Servers * Service Profile Templates

Service Profile

Equipment | Servers | Lan | san | v | Admin |

+ = Filter | = Export | iz Print
Filter: Al = = =S port |

Ha

=

25, root

iy Servers

[8E| Service Template SP-DasS-Infra-NLKY
[5E] Service Template SP-shared-M1KY
Service Template SP-Tenant-SI-N1KY
ervice Template SP-Tenart1-N1KY
Service Template SP-Tenantz-N1KY

i X
55 Policies

(&) schedules

Now that the Service Profile Templates for each UCS Blade Server model used in the project have been
created, utilize a UCS Director workflow to provision Service Profile Templates to blades during the
Hypervisor installation.

QoS and CoS in Cisco Unified Computing System
Cisco Unified Computing System provides dfferent system class of service to implement quality of
service including:

» System classes that specify the global configuration for certain types of traffic across the entire
system
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* QoS policies that assign system classes for individual vNICs
» Flow control policies that determine how uplink Ethernet ports handle pause frames.

Applications like the Cisco Unified Computing System and other time sensitive applications have to
adhere to a strict QOS for optimal performance.

System Class Configuration

Systems Class is the global operation where entire system interfaces are with defined QoS rules.
* By default system has Best Effort Class and FCoE Class.
Best effort is equivalent in MQC terminology as “match any”
— FCokE is special Class define for FCoE traffic. In MQC terminology “match cos 3”
» System class allowed with 4 more users define class with following configurable rules.
— CoS to Class Map
Weight: Bandwidth
— Per class MTU

— Property of Class (Drop v/s no drop)
* Max MTU per Class allowed is 9217.
e Through Cisco Unified Computing System you can map one CoS value to particular class.
* Apart from FcoE class there can be only one more class can be configured as no-drop property.

*  Weight can be configured based on 0 to 10 numbers. Internally system will calculate the bandwidth
based on following equation (there will be rounding off the number).

(Weight of the given priority * 100)
O % b/w shared of given Class =

Sum of weights of all priority

Cisco UCS System Class Configuration

Cisco Unified Computing System defines user class names as follows.

e Platinum

« Gold

e Silver

¢ Bronze
Table 5 Name Table Map Between Cisco Unified Computing System and the NXOS

Cisco UCS Names NXOS Names

Best effort Class-default

FCoE Class-fc

Platinum Class-Platinum

Gold Class-Gold

Silver Class-Silver

Bronze Class-Bronze
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Table 6 Class to CoS Map by default in Cisco Unified Computing System
Cisco UCS Class Names Cisco UCS Default Class Value

Best effort Match any

Fc 3

Platinum 5

Gold 4

Silver 2

Bronze 1
Table 7 Default Weight in Cisco Unified Computing System

Cisco UCS Class Names Weight

Best effort 5

Fc 5

Enable QOS on the Cisco Unified Computing System

For this study, we utilized four UCS QoS System Classes to priorities four types of traffic in the
infrastructure:

Table 8 QoS Priority to vNIC and VLAN Mapping
Cisco UCS Qos Priority vNIC Assignment VLAN Supported
Platinum eth0, ethl 72 (Storage)
Gold ethO0, ethl 71,72,74,75,76,77 (VM Traffic)
Silver eth0, ethl 70 (Management)
Bronze eth0, ethl 73 (vMotion)

~

Note

In this study, all VLANSs were trunked to ethO and eth1 and both use Best Effort QoS. Detailed QoS was
handled by the Cisco Nexus 1000V and Nexus 5548 switches, but it is important that the UCS QoS
System Classes match what the switches are using.

Configure Platinum, Gold, Silver and Bronze policies by checking the enabled box. For the Platinum
Policy, used for NFS and CIFS storage, Bronze for vMotion and Best Effort were configured for Jumbo
Frames in the MTU column. Notice the option to set no packet drop policy during this configuration.
Click Save Changes at the bottom right corner prior to leaving this node.

Figure 34 Cisco UCS QoS System Class Configuration

Eapnent | servers [N 5 [ o) s cveres | |

Filter: Al & Priority Enabled Cos Packet Drop  Weight Weight (%) MTU Multicast
= Platinum 5 I~ 10 v 22 9000 =[]
= =] Lan - Gold 4 1] 9 - 20 narmal W

B .
&3 a0 Coud Siliriy 3 v & - 18 normal M =
- Fabric & g
[+ Fabric B Bronze 1 V] I ~ RIS 9000 =R
T - !
=] L& Fin Groups Best Effort Any 5 11 ‘9000\ I

Threshald Policies Fibre Channel 3 5 - 14 fc - N/A

YLAN Groups

VLANS

This is a unique value proposition for Cisco UCS with respect to end-to-end QOS. For example, we have
a VLAN for the EMC VNX storage, configured Platinum policy with Jumbo frames and get an
end-to-end QOS and performance guarantees from the Blade Servers running the Nexus 1000V virtual
distributed switches through the Nexus 5548UP access layer switches.
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LAN Configuration

The access layer LAN configuration consists of a pair of Cisco Nexus 5548s (N5Ks,) a family member
of our low-latency, line-rate, 10 Gigabit Ethernet and FC switches for our DaaS deployment.

Cisco UCS and EMC VNX Ethernet Connectivity

Note

Two 10 Gigabit Ethernet uplink ports and 2, 8 Gigabit FC ports are configured on each of the Cisco UCS
6248 fabric interconnects, and they are connected to the Cisco Nexus 5548 pair in a bow tie manner as
shown below in a port channel.

The 6248 Fabric Interconnect is in End host mode, and switch mode for fiber channel as we are doing
both fiber channel as well as Ethernet (NAS) data access as per the recommended best practice of the
Cisco Unified Computing System. We built this out for scale and have provisioned 20 GB per Fabric
Interconnect for ethernet (Figure 32) and 16GB per Fabric Interconnect for fiber.

The VNX5600s are also equipped with two dual-port 10GB adapters which are connected to the pair of
NS5Ks downstream. Both paths are active providing failover capability. This allows end-to-end 10G
access for file-based storage traffic. We have implemented jumbo frames on the ports and have priority
flow control on, with Platinum CoS and QoS assigned to the vNICs carrying the storage data access on
the Fabric Interconnects.

The upstream configuration is beyond the scope of this document; there are some good reference
document [4] that talks about best practices of using the Cisco Nexus 5000 and 7000 Series Switches.
New with the Nexus 5500 series is an available Layer 3 module that was not used in these tests and that
will not be covered in this document.
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Figure 35 Ethernet Network Configuration with Upstream Cisco Nexus 5500 Series from the Cisco Unified
Computing System 6200 Series Fabric Interconnects and EMC VNX5600

EMC YNX5600 Array

Chsterimerconnect cablkes

23 86h FC

SP-ABGHFC DM 2 10GE DM3 10GE SP-BBGh FC

HA Connections

- —
F)?"Lls S5545UP
/,z
//

Cisco UCS 6248UP

Cisco Mexus SSEQNE}R:;.&\

e NI 4

=n —— R

Cisco UCS 6248UP

1 Cisco UCS 5108 Blade
Chassis
Gx B200M3
Infrastructure, HSD
& ServervDIl Servers

2209¥P

1 Cisco UCS 5108 Blade
Chassis
Gx B200M3
Wirtual Desktops & RDS
Servers

Csm UCE
2209%F

Csm UGS
2209xp

Cisco Nexus 1000V Configuration in L.3 Mode

1. To download the Nexus1000 V 4.2(1) SV2 (2.2), click the link below.
https://software.cisco.com/download/release.html?mdfid=282646785&softwareid=282088129&re
lease=5.2(1)SV3(1.2)&flowid=42790

2. Extract the downloaded N1000V .zip file on the Windows host.

3. To start the N1000V installation, run the command below from the command prompt. (Make sure
the Windows host has the latest Java version installed)
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Daas Files',Nexus1000y.4.2.1.5¥2.

The system cannot find message text for meszage number Bx23580 in the meszage filu
e for Application. .

Copyright <c» 200? Microsoft Corporation. A1l rights reserved.
The system cannot find message text for message number BxB in the message file f

or System.

G sJumpBOE -SSP Jeff«Daa% Files“Nexusl188@v.4.2.1.5U02.2.25USMInstaller_App>Nexusld
BEU-install_CMNE . jar_

4. After running the installation command, you will see the “Nexus 1000V Installation Management
Center”

Etiscu Nexus 1000¥ Installer App H=]
Y

Cisco Nexus 1000% Complete Installation

Virtual Ethernet Module Installation
vtoen]e

Nexus 1000V Hexus 1000V will be installed in 'Essential’

edition. For Advanced edition, execute

vCenter Server Connection

'sus switch edition Advanced®
after installation.

Exit

5. Type the vCenter IP and the logon credentials.
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B Cisco Nexus 1000¥ Installer App

Steps

¥Center Server Credentials

IS[=] E3

1. Prerequisites

2. vCenter Server Credentials
3, Standard Configuration Data

4, Standard Configuration Review
5. Confirmation

6. Hosts Selection

7. Host Review

stfran]es
CISCO

Nexus 1000V

Retrieving Hosts, ..
NN |

IP Address | Hostname IIU-?I 0.1z

Part {https only) |443

User ID IAdministrator

Passward I*********

= Prey | Iext = I

Finiisti

Cance

6. Select the ESX host on which to install N1KV Virtual Switch Manager.
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sco Mexus 1000¥ Installer App 9 [=] E3
Steps Custom Configuration Data
1. Prerequisites - - —
2. wiZenter Server Credentials Import Configuration | _|
3. Custom Configuration Data Host 1 {Primary ¥SM's Hosk) N TONOVITEESIE
4, Custorn Configuration Review 1P Address | Mamne |10,70,0, 109 F EXUS) nstatoiion =

] —
5. Confirmation g7 wCenter Invantary
Data Store Id tastorel s

&, Hosts Selection aLastore =i |-_S_F: Daas
7. Host Review wawiteh IVSwitchD =Ly HostsiFolders/Clusters

Daals Infrastructure

Host: 2 {Secondary ¥SM's Host) ¥ 10.70.0.109
[

IP Address | Mame Im,?o,o,lw
A Shared Tenants

Data Store datastarel (1) - 10.70.0.118

vSwitch I i 10700110

Switch Mame l— Ij 10.70.0.118
L l I l ' l I l ’ Admin User Mame Iadmin— ----|;|1D.TD_D_111
c l S c o Admin Password

Confirm Admin Password
Nexus 1000V Wirtual Marhine Mame IDaaS—VSM—Dl -4 Farm Isolation Tenant 2
(O¥A Image Location I2'LVSM'LInstaII'Lnexus-IUDDV g 1 g;ggl gi

Layer 2 f Layer 3 Connectivity (| ayey 2 - [ 10.70.0123

[oroos 4 10.70.0.116
e 10.70.0.5 -5 Sljenrerlsolation
Subnet Mask [es5.255.255.0 - @ 10.70.0.112
(Gateway IP Address IID.?D.D.I |;j_l 10700117

. - [ 10.70.0.120
Crornain IC Is—
Crata Center Mame I—

Enable Telnet r

Control Pork Group

™ Craate Maw & c Select Host

Enter a valid seconday wSwitch,

< Prev I Mext = Fimisi Cancel

7. Configure all fields for the Custom Install.
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co Nexus 1000V Installer App

[_{0[x]

Steps ‘Custom Configuration Data
1. Prerequisites
2, wCenter Server Credentials Import Configuration
3. Custam Configuration Data st 1 (Primary Vo= Host)
4. Custom Configuration Review 1P Address { Name [lo70010 aromse
5. Confirmation —
6. Hosts Selection bEm i [datastore1 Bronse
7 Host Revisw vawich [rswitcho Browse
Host 2 (Secondary YSMs Host)
1P Address | Name [10.700113 Browss
Data Store. |bs_Daas_F11 Browse
wSwitch frswitcho Erowse
Switch Name ks
Adimin User Name: e
Adrin Password P
Confirm Admin Passwerd  [rmmmmee:
virtual Machine Name [Dass-van-01]
JOVA Image Location |31\ JumpBO%-SPYIeff\DaaS 14.2.1.592.2, 42,18 Browse
l I l l Layer 2 [ Layer 3 Comectivity -~ | ayer 2 B 59
] [} ' S 1P Address 10.70.0.5
Subnet Mask [255.255 255.0
c I s c o atenay 12 Acdress 5001
Domain 1D 3
Data Center Name [5F Daas v
Nexus 1000V
Enable Telnet r
(Control Part Grau
" € CreatsNew @ Cheoss Existing
Fort Group Name: Inlkv-mrvlm\ Browss
VLA D [ro
tManagement Port Grou
“ " € createNew & choose Existing
Port Group Name: Inlkvrmgmt Browse
VLA D [ro
fpacket Port Gi
i Hurk ifsup € CreateNew & Choose Existing
Pt Grou e [ Broice
VLAY D |
Management YLAN fro
Migrate Hostis) to DVS  Ves & No

Save Configuration

<prev | next>

Firish

Cancel

8. Confirm all settings and click next for the VSM Deployment.
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Steps Custom Configuration Review

1, Prerequisives

2, vCenter Server Credertials

3. Custom Configuration Data

4. Custom Configuration Review Host 1 (Prirnary YSHs Host)

5. Confirmation 1P Address [ Mame [to.70.0.108

6. Hosts Selection Dats gtare

7. Host Review [dstestaret
wSwitch [vawitchn

afr]n
CISCo

Nexus 1000V

Host 2 (Secondary YSM's Host)

1P Address  Hame [lo7oos
Daka Store |ps_paas_F11
wawtch [vSwitchd
Swikch Name ntkes-a
Adin User Name [admin
Adrrin Password [t
virtual Machine Name [paas-usr-01

QYA Image Location [GiumpBOX-5P JeffiDaas Files|Nexus1000v.4.2.1,5V2 2.2\¥SH|Installinesxus-1000k. 4.2, 1,52

Layer 2 j Layer 3 Comnectivity ¢~ 5 (OHE]
Vs IP Address 10.70.0.6

Subnet Mask 255.255.255.0

(Gateway IP Address 10.70.0.1

Domain 1D g

5v5 Datacenter Name 5P Dass

Enable Telnet I

(Conkral Port Group

€ Create flew. * Choose Existing

Port Graup Name: Jntks-conerol

YLAN TD: [

Management Port Group

O Create ey @ Choose Existing

Port Group Hame: |ntks-mame

YLAN ID: [
Packet Pork Grau

" O Create e & Choose Existing

Port Graup Mame: [

VLA ID: |
Management VLA =
Wigrate Host{s) to DVS £ Yes .

Motes

]

< Prev | hext > I

Fozh |

Coneel |

9. Install VEM to the other hosts
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o Nexus 1000V Ins!

=] B3

Steps Confi

1. Frerequiskes

Do youwant ko add mere modules?
3. vCenter Server Credentials

3. Custom Configuration Data @ Yes O Ho
4. Custa Canfiguration Review
5. Confirmation £ Install¥EFI 4 Install VEM and add madule to Nexus 1000V

6. Hasts Selection

7 Host Review The user needs ta enter in the vian number of the ESH/ESK hests vk management interface, while selecting the

hasts For the YEM installation in the host selection page.

Management YLAN of the hask: Jro

Hast Selection Criteria:

To install VEM o a host, the host:

. bein ponding state)
Cannck have any previous YEMS nstalled
® 45H shoud have an Active S5 Connection te vCenter Server
In aditon, ko adkd the host to Nexus L00DY, the host:

® Canmnot be 5 CO5 (ESK 4.) host IF the S is in setup in L3 mode.
Cannot have any active Virtusl Machines

il Cannot e\ nantenance moce
4 451 shouid have an Active SWS Connection to vCenter Server.

C15CO

Nexus 1000V

<pev |[Chet> | Ao | concel

10. Select the Hosts that you will deploy the VEM.

co Nerus 1000¥ Installer App

Steps Hosts Selection

1. Pretequisites

2. vCenter Server Credentials
3. Enter WSM IP & Credentials
4. Confirmation

5. Hosts Selection

6. Host Review

Please select hosts for installation from below list

atfran]es
CIsSCO

Nexus 1000V

< Prey | ek = I Finish Canicel

11. Host Review Page, click Finish
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[_[Ofx]

Host Review

1. Prerequisites

2. wCenter Server Credentials
3. Enter ¥SM IP & Credentials
4, Confirmation

5. Hosts Selection

b. Host Review

vt
CISCO

Nexus 1000V

wCenter Server IP Address |10,71 0,12

Wirtual Supervisor Module IP Address |1g,7g,g,5

virtual Ethernet Module #1 [paas Infrastructure/10,70.0, 109

< Prev I et 2= | Firish I Canrcel |

12. Log in (ssh or telnet) to the N1KV VSM with the IP address and configure VLAN for ESX Mgmt,
Control, N1K Mgmt and also for Storage and vMotion purposes as mentioned below (VLAN ID
differs based on your Network). First, create ip access lists for each QoS policy:

Nlkvs# conf t

Enter the following configuration commands, one per line. End with CNTL/Z.
ip access-list mark Bronze
10 permit ip any 10.73.0.0/24
20 permit ip 10.73.0.0/24 any
ip access-list mark Gold
10 permit ip any 10.74.0.0/24

11
12
20
21
22

permit
permit
permit
permit
permit

ip any 10.76.0.0/24
ip any 10.77.0.0/24
ip 10.74.0.0/24 any
ip 10.76.0.0/24 any
ip 10.77.0.0/24 any

ip access-list mark Platinum
10 permit ip any 10.72.0.0/24
20 permit ip 10.72.0.0/24 any
ip access-1list mark Silver
10 permit ip any 10.71.0.0/24
20 permit ip 10.71.0.0/24 any
13. Create class maps for QoS policy

class-map type gos match-all Gold Traffic
match access-group name mark Gold
class-map type gos match-all Bronze Traffic
match access-group name mark Bronze
class-map type gos match-all Silver Traffic
match access-group name mark Silver
class-map type gos match-all Platinum Traffic
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match access-group name mark Platinum
14. Create policy maps for QoS and set class of service

policy-map type gos DaaS
class Platinum Traffic
set cos 5
class Gold Traffic
set cos 4
class Silver Traffic
set cos 2
class Bronze Traffic
set cos 1
15. Set vlans for QoS

vlan 1,6,70-77,79
vlan 6

name Native-VLAN
vlian 71

name
Infrastructure
vlan
72

name
NFS
vlan
73

name
VMotion
vlian
74

name
Shared
vlan 75

name Server-Isolation
vlian 76

name FarmIsol
vlan 77

name FarmIso2
vlan 79

name PXE

16. Create port profile for system uplinks and vethernet port groups. Note: There are existing port
profiles created during the install. Do not modify or delete these port profiles.

port-profile type ethernet system-uplink
vmware port-group
switchport mode trunk
switchport trunk allowed vlan 70-79,701
system mtu 9000
channel-group auto mode on mac-pinning
no shutdown
system vlan 70-74,76-77
state enabled

port-profile type vethernet Management
vmware port-group
switchport mode access
switchport access vlan 70
service-policy type gos input DaaS
no shutdown
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system vlan 70
max-ports 254
state enabled

port-profile type vethernet Storage
vmware port-group
switchport mode access
switchport access vlan 72
service-policy type gos input DaaS
no shutdown
system vlan 72
state enabled

port-profile type vethernet vMotion
vmware port-group
switchport mode access
switchport access vlan 73
service-policy type gos input DaaS
no shutdown
system vlan 73
state enabled

port-profile type vethernet SharedIso
vmware port-group
port-binding static auto expand
switchport mode access
switchport access vlan 74
service-policy type gos input DaaS
no shutdown
system vlan 74
state enabled

port-profile type vethernet FarmIsol
vmware port-group
port-binding static auto expand
switchport mode access
switchport access vlan 76
service-policy type gos input DaaS
no shutdown
system vlan 76
state enabled

port-profile type vethernet FarmIso2
vmware port-group
port-binding static auto expand
switchport mode access
switchport access vlan 77
service-policy type gos input DaaS
no shutdown
system vlan 77
state enabled

port-profile type vethernet Infrastructure

vmware port-group
port-binding static auto expand
switchport mode access
switchport access vlan 71
service-policy type gos input DaaS
no shutdown
system vlan 71
state enabled

port-profile type vethernet nlk-L3
capability 1l3control
vmware port-group
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switchport mode access
switchport access vlan 70
service-policy type gos input DaaS

no shutdown
system vlan 70

17. After creating port profiles, make sure vCenter shows all the port profiles and port groups under the

respective N1KV VSM. Then, Add the ESXi host to the VSM.
18. Go to Inventory =>networking =>select DVS for N1KV =>click on tab for hosts.

= [ baas-¥C01,daas.local

Storage
= SP Daas
E; daas-nlk-dvs Wirtual Machines ' Hosts
= daas-nik-dvs ]
T System-uphnk.
B Unused_Or_Quarantine_Uplink Diescription:
£ AD_Trust
% Farmlzal waphere Distributed Switch:  daas-nik-dvs
%ﬂ FarmlsoZ Port: Binding: Static binding
£, Infrastructure Tatal Parts: 3z
%ﬂ Management Available Ports: 18
2, nikl3
% Shared IF Poal: Mok configured
£, sharedlso
%n Storage Commands
% Unused_Or_Quaranting_Yeth
£ wMation
[=]

19. Right-click and select add host to vSphere Distributed Switch.

(= [+ DaaS-¥C01.daas.local

[=] 5P DasS

Starage

Summary

Chrl+H al

daas-n1k-dvs
—-—% daasnl
o st 3 add Host...
= Un Tanage Hosts. .«

crlta
&, a0
S Fam 8 pionage Port Groups...
2 Fan

Edit Settings...

& il

S an B igrate vitusl Machine Networking. .,

Hew Port Group. ..

Iption:
re Distributed Switch:
inding:

orts:

lble: Ports:

daas-nik-dvs
Static binding
32
18

2 nik
2, sha
2, sha
& Stor|
2, Unu

whin|

Alarmn

Qpen in Mew wWindow,.,
Remave
Rename

LN Hat eonfigursd

ChrHAl+Y

ands

® AD_Trust
® ars

© oMz

% Famlsol

® Famlsoz
® Infrastructure
© Internet

@ nikv-control
& nikv-mgmt
© Server Isolation
W shared

This will bring up ESXi hosts which are not part of existing configuration.

20. Select the ESX host to add, choose the vNICs to be assigned, click on select an uplink port-group
drop down and select system-uplink for both vmnicO and vmnicl. After selecting appropriate

uplinks click Next.
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Add Host bto ¥Sphere Distributed Switch

Select Hosts and Physical Adapters
Select hosts and physical adapters to add ta this vSphere distributed switch,

Select Host and Physical Adapters Settings...  View Incompatible Hosts...

Metwork Connectivity HaostPhysical adapters | In use by switch | Settings ‘ Uplink port group
wirtual Maching Metworking = B 1o70.0.08 *—_ \iew Details. ..
Ready to Complete

Select physical adapters

E@ wmnicl wSiwitchi View Details. .. system-uplink
ER | wminic L wSwitchd View Details. .. n-uplink.
508 w7013 View Detalls...
Select physical adapters
O vmnico wSwikchi Visw Details, ., Select an uplink port gr...
O vmnict wSwikchi Visw Details, ., Select an uplink port gr...

21. Network Connectivity tab select Destination port group for vimkO0, then click Next

Add Host to vSphere Distributed Switch !IE[ m

Network Connectivity
Select port group to provide network connectivity For the adapters on the wSphere distributed switch,

Select Host and Physicsl Adapters & Assign adapters to a destination part group to migrate them, Ctrl-+click bo mulki-select,
Network Connectivity /2 Wirkual NICs marked with the warning sign might: lose network connectivity unless they are migrated to the vSphere
wirtual Machine Mebwarking distributed switch, Seleck & destination port group in order ko migrate them,
Ready to Complete Hostfwirtual adapter | Switch | Source port group | Destination part group
= @ 10700109

B vmkD wawitcho Management Metwork, Management

B vkl wawitchl “WMotion wMotion

A [vmkz wSwitch0 NFS

¥irtual adapter details Assign port group... |

wmk2 =
wMakion: Disabled
Fault tolerance logging:  Disabled
Management traffic: Disabled

iSCSI port binding: Disabled

Help | < Back. I Mext = I Cancel

N |

22. On the tab for virtual machine networking select VMs and assign them to a destination port-group
if there is any. Otherwise click Next to Ready to complete.
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@ Add Host to ¥Sphere Distributed Switch [_ O] x|

Yirtual Machine Metworking
Select virtual machines or netwark adapters to migrate to the vSphere distributed switch,

Seleck Host and Physical Adapters ¥ Migrate virtual machine netwaorking
w ) @ Assign ¥YMs or netwark adapkers ko a destination port group to migrate thern, Cte-click bo multi-select,
¥irtual Machine Networking
Ready to Complate HostfYirtual machine/MNetwork adapter | MIC count | Source pork group | Destination port group =
B J 10700109
G [ A0t 3 linfrastructure
G Acoz 1 Do not migrate
G ASav-PrivateTenants B Do ot migrate &
E cpsmol 1 Do not migrate
G CPsMoz 1 Do not migrate
G cpsmo4 1 Do nat migrake
ﬁ CTLICO1 1 Do not migrakte
1 Daas-CA 1 Do not migrate
G Daas-Doo1 1 Do ot migrate
H1 Daas-DCOZ 1 Do not migrate
1 Daas-SFOL 1 Do not migrate
1 Daas-SFoz 1 Do nat migrake
H1 Daas-wCoL 1 Do not migrate
51 DAAS-YSM-1-1 3 Do not migrate LI
Network adapter details Assign port group.. . |
ADO1 =
Host: 10.70.0.109
Network adapter 1
MAC address: 00:50:56:be:6b: 3
Adapter bype: YMXNET 3 Ll
Help | < Back. | Mext = I Cancel |
A

23. Verify the Settings and Click Finish to add the ESXi host part of N1IKV DVS.
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(=) Add Host to ¥Sphere Distributed Switch.
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Ready to Complete

Werify the settings for the new v3phere distributed switch,

Select Host and Physical Adapters
Metwork Conneckivity

Yirtual Machine Metworking
Ready to Complete

wnkl
wrnkl
wmkl :
wnkl
wmkl :
wrnkl :
winkl
vkl
wrnkl
wmkl :
wnkl :
wmkl :
wrnkl :
winkl
vkl

10,730,109
10,730,110
10,730,111
10,730,112
10,730,113
10,730,114
10,73.0.115
10,730,116
10,730,117
10.73.0,118
10,730,119
10,73.0.120
10,730,121
10,73.0,122
192,168.73.109

Wirtual Machines (0)

L

wmnicl 10070.0,

wmnicl 10.70.0
wmnicl 10.70.0
wmnicl 10.70.0
wmicl 10,70.0

wmnicl 100,70,0,

wimicl 10,70.0

124 ;I

110
A1z
119
118
120
A17

11 = g 12y

wmnicd 10.70.0,
=) T8 UpLink01 (15 NIC Adapters)

i

109

emnic0 10.70.0,

winmicO 10,70.0

wmnicl 10,70.0,

wminicO 10.70.0

wnicl 10,70.0,
wmnicl 100,70,0,
winnicO 10,70.0,

wmnic 10,70.0
wmnicd 10.70.0
wmnic 10,70.0
wmnicd 10.70.0
wimicO 10,70.0
wmnicd 10,70,0

122
114
121
116

C

winmicD 10L70,0

wmnicl 10.70.0,

Help |

< Back | Finish I Cancel |

4

This will invoke VMware update manger (VUM) to automatically push the VEM installation for the
selected ESXi hosts. After successful staging, install and remediation process, now the ESXi host will
be added to N1KV VSM. From the vCenter task manager, quickly check the process of VEM

installation.

In the absence of Update manager:

1. Upload vib file cross_cisco-vem-v162-4.2.1.2.2.1a.0-3.1.1.vib for VEM installation to local or
remote datastore which can be obtained by browsing to the management IP address for NIKV VSM.
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s | -El-| S
& http//172,20.73,45/ D~-Box || m Google dly Cisco UCS Man.., | &2 Cisco Mexws .. | | (i :‘:‘7 “:

Cisco Nexus 1000V

€isco

Following files are available for download :

+ Cisco Nexus 1000V Installer Application
o Launch Installer Application (deprecated)
» Cisco Nexus 1000V Extension
o cisco_nexus_1000v_extension.xml
+» VEM Software
Description File
ESXi 5.5 or later [cisco-vem-v162-4.2.1.22.1a.0-3.2.1 .zip
ESXi 5.1 or later [cisco-vem-v162-4.2.1.2.2.12.0-3.1.1.zip
ESXi 5.0 or later |ciSco-vem-v162-4.2.1.2.2.1a.0-3.0.1.zip
ESXi 5.5 or later |Cross_cisco-vem-v162-4.2.1.2.2.1a.0-3.2.1.vib |
[ESXi 5.1 or later [cross_cisco-vem-v162-4.2.1.2.2.1a.0-3.1.1.vib |
ESXi 5.0 or later |cToss_cisco-vem-v162-4.2.1.2.2.1a.0-3.0.1.vib |

2. Login to each ESXi host using ESXi shell or SSH session.
3. Run following command:

esxcli software vib install -v /vmfs/volumes/ datastore/
cross cisco-vem-v162-4.2.1.2.2.1a.0-3.1.1.vib
To verify the successful installation of ESXi VEM and the status of ESXi host:

3 (i) DaaS-WC01.daas local
El [fq 5P Dass
= B’ daas-nik-dvs

Ports iguration

= daas-nik-dus
B system-uplink
B Unused_Or_Quarantine_Uplink Mame | State | VDS Status | 4
£y AD_Trust g 1700119 Cannected & up
&, Famisol O w700l Cannected @ U
g Pamisoz O 070010 Comnerted ® b
% Infrastructure
& Management @ io7o0.18 Cannected & Up
& nikiz @ o700 Cannected & Up
2, Shared @ 1700007 Connected & Up
% Sharedlso @ 1o.700.0m Connected & Up
2, Storage @ 1700421 Connected & Up
% Unused_Or_Quarankine_veth B 10700114 Connected & Up
& vHotion O 1700115 Cannected @ U

% 2;—;“’“ O o704z Connected @ Up

© om @ 10700124 Connected & Up

© Famisol @ 17000023 Connected & Up

8 Farmlsa2 @ 1700006 Connected & Up

8 Infrastructure

8 Internet

8 nilkv-control

8 nilkv-mgmt

8 Server Isolation

8 shared
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SAN Configuration

The pair of Nexus 5548UP switches was used in the configuration to connect between the 10 Gbps
ethernet ports on the EMC VNX5600 and the 10 GE ports of the UCS 6248 Fabric Interconnects. We
also used a pair of 8 Gbps Fiber Channel ports for Boot from SAN.

Boot from SAN Benefits

Booting from SAN is another key feature which helps in moving towards stateless computing in which
there is no static binding between a physical server and the OS/applications it is tasked to run. The OS
is installed on a SAN LUN and boot from SAN policy is applied to the service profile template or the
service profile. If the service profile were to be moved to another server, the pwwn of the HBAs and the
Boot from SAN (BFS) policy also moves along with it. The new server now takes the same exact
character of the old server, providing the true unique stateless nature of the UCS Blade Server.

The key benefits of booting from the network:

* Reduce Server Footprints: Boot from SAN alleviates the necessity for each server to have its own
direct-attached disk, eliminating internal disks as a potential point of failure. Thin diskless servers
also take up less facility space, require less power, and are generally less expensive because they
have fewer hardware components.

« Disaster and Server Failure Recovery: All the boot information and production data stored on a local
SAN can be replicated to a SAN at a remote disaster recovery site. If a disaster destroys functionality
of the servers at the primary site, the remote site can take over with minimal downtime.

» Recovery from server failures is simplified in a SAN environment. With the help of snapshots,
mirrors of a failed server can be recovered quickly by booting from the original copy of its image.
As a result, boot from SAN can greatly reduce the time required for server recovery.

« High Availability: A typical data center is highly redundant in nature - redundant paths, redundant
disks and redundant storage controllers. When operating system images are stored on disks in the
SAN, it supports high availability and eliminates the potential for mechanical failure of a local disk.

» Rapid Redeployment: Businesses that experience temporary high production workloads can take
advantage of SAN technologies to clone the boot image and distribute the image to multiple servers
for rapid deployment. Such servers may only need to be in production for hours or days and can be
readily removed when the production need has been met. Highly efficient deployment of boot
images makes temporary server usage a cost effective endeavor.

» Centralized Image Management: When operating system images are stored on networked disks, all
upgrades and fixes can be managed at a centralized location. Changes made to disks in a storage
array are readily accessible by each server.

With Boot from SAN, the image resides on a SAN LUN and the server communicates with the SAN
through a host bus adapter (HBA). The HBAs BIOS contain the instructions that enable the server to
find the boot disk. All FCoE-capable Converged Network Adapter (CNA) cards supported on Cisco UCS
B-series blade servers support Boot from SAN.

After power on self-test (POST), the server hardware component fetches the boot device that is
designated as the boot device in the hardware BOIS settings. When the hardware detects the boot device,
it follows the regular boot process.
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Configuring Boot from SAN Overview

In this project we used a custom workflow in UCS Director to deploy our hypervisor to the blade
hardware as well as configure the Nexus 5548Ups switches for zoning and the EMC VNX5600 for boot
LUNSs. Earlier in this solution we had configured our storage pools on the VNX5600 as part of a
prerequisite for UCS Director workflows. The following are the prerequisite steps we completed as part
of our “Day-0" tasks for UCS Director. These settings along with the custom workflow in UCS Director
allowed us to configure a Boot from SAN solution and install the ESXi Hypervisor.

1. Create VSAN-A & B for SAN on Nexus 5548UP
2. Configuring Boot from SAN on EMC VNX
3. Cisco UCS configuration of Boot from SAN policy in the service profile template

In each of the following sections, each high-level phase will be discussed.

Create VSAN-A & B for SAN on Nexus 5548UP

For a detailed Cisco Nexus 5500 series switch configuration, refer to Cisco Nexus 5500 Series NX-OS
SAN Switching Configuration Guide. (See the Reference Section of this document for a link.)

Configuring Boot from SAN on EMC VNX

To configure boot from SAN LUNs on EMC VNX, complete the following steps:

1. Create a storage pool from which LUNs will be provisioned. RAID type, drive number and type are
specified in the dialogue box below. Five 300GB SAS drives are used in this example to create a
RAID 5 pool. Uncheck “Schedule Auto-Tiering” to disable automatic tiering.
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[P ¥Nx5600 - Create Storage Pool =]

General | advanced

Storage Pool Parameters

Storage Pool Type: ®) Pool () RAID Group
Scheduled Auto-Tiering

Storage Pool 1ID:

Storage Pool Name: BootLUMPooIL

Extreme Performance

RAID Configuration Murnber of Flash Disks g
RAIDS (441} w ] w
Performance

RAID Configuration Murnber of SAS Disks B
RAIDS {(4+1) | |5 (Recommended) w
Capacity

RAID Configuration Murnber of ML 345 Disks i
RAIDG (64+2) w ] w
Distribution

Perfarmance : 1342.017 GB {100.00%)

Disks
#) automatic
Manual Total Raw Capacity: 1342.017...
Disle Capacity Crive Type Model State
@ Bus 2 Enclosure 0 Disk 4 265403 GB SAS ST930065 CL... Unbound
@ Bus 2 Enclosure 0 Disk 3 265403 GB SAS ST930065 CL... Unbound
@ Bus 2 Enclosure 0 Disk 2 268.403 GB SAS ST930065 CL... Unbound
@ Bus 2 Enclosure 0 Disk 1 268.403 GB SAS ST930065 CL... Unbound
@ Bus 2 Enclosure 0 Disk 0 265403 GB SAS ST930065 CL... Unbound

¥| Perform a background verify on the new starage

151’4 apply Cancel Help

2. Provision LUNs from the storage pool and assign host-to-LUN mapping using UCS Director from
here. After storage pools are created, our UCS Director workflow will handle creating the boot luns
as well as VSAN configuration. In a typical Cisco CVD we would detail the steps we take to create
Service Profiles and templates with a Boot from SAN Policy as well as how to connect and use them.
This CVD utilized UCS Director for building out ESXi hosts. The Workflow for UCS Director
handled the, usually manual tasks related to create a boot LUN and mount it to the blade host. See
the UCS Director section for workflow details.
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Solution Validation: Citrix DaaS Implementation

This CVD solution allows service providers to deliver Windows applications and desktops as
Desktop-as-a-Service (DaaS) through an integrated set of Cisco, Citrix, and partner technologies. The
procedures in this section build out the Citrix software components. These same procedures were
followed to deploy the environment for scalability testing.

Topology Overview of the Validated Solution

The DaaS solution documented in this CVD constructs a provider environment that can support both
shared and private delivery sites, as shown in the diagram below. The procedures create a shared
delivery site that provisions hosted desktops and applications to shared tenants (using Private Delivery
Group/Shared Delivery Site isolation). In addition, zero trust mechanisms are used to provision hosted
desktops and applications to private site tenants (using Private Delivery Group/Private Delivery Site
isolation).

Shared Delivery Site

Shared Delivery
Site Tenant1

Shared Delivery
Sita Tenant2

Ea_

Private Delivery E

Sita Tenant

Private Delivery Site

Both models are implemented using the Citrix software components:

* CloudPortal Services Manager simplifies the management of tenant on-boarding and user
subscriptions. Delegated management roles allow tenant administrators to self-provision and
monitor provisioning requests.

« Citrix App Orchestration allows providers to automate and manage the delivery of desktop and
application offerings in a comprehensive multi-tenant environment that uses an array of isolation

* models. It enables a common management interface across all managed tenants.

« Citrix XenDesktop supports the delivery of hosted applications and desktops, supplying both Hosted
Shared Desktop (HSD) and Server Virtual Desktop Infrastructure (VDI) services.

» Citrix NetScaler provides secure access to the Service Provider domains over SSL (TCP 443) across
the public Internet.

Within this architecture, App Orchestration supplies the provider with a single unified interface to
manage services for all tenants regardless of whether they are shared or private delivery sites. The
provider can operate hosted desktops and application services and deliver capabilities to multiple tenants
within a shared site as well as providing managed services to tenants in private sites.
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Service Provider
Management Layer

CloudPortal App
Services Orchestration
Manager

ZerofTrust

Private Delivery | N8
Site Tenant1

Zero\Trust

. ,g.’g._:__,!h

Private Delivery
Site Tenant2

The diagram above emphasizes the relationship between a service provider and two managed private
delivery site tenants. App Orchestration 2.5 provides a zero trust agent that simplifies connectivity
between the App Orchestration configuration server and orchestrated delivery controllers. Domain trusts
are no longer required between the target orchestrated domain and the App Orchestration domain.

The CVD creates an environment designed to support 10 tenants (2 private delivery site/8 shared
delivery site) and 2000 users. It assumes a mixed user workload of 90% HSD and 10% Server VDI
(SVDI). The diagram below illustrates the topology for the full implementation. It shows logical
functions in the architecture and the required virtual servers, illustrating the overall datacenter
implementation for the DaaS provider.

Citrix Usage
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Server

Wsus KMS
SF XD

D Business Layer
D Technology Layer
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Self-Service

e —

Provider Management
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—
NetScaler I

Services Management
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o)

Deskiop Access

. Shared Tenants

Ms sQL

Always-On Shared Tenants PVS

. External

SQL Authentication
from Private Sites

From AO Zero Trust Agents
In Private Sites
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Critical Concepts

The following concepts and definitions are critical in understanding how to deploy this DaaS solution at
provider sites:

Zero Trust. By installing SSL certificates on all servers that communicate with App Orchestration,
the service provider can create a solution that easily integrates with existing Active Directory
domains. The Zero Trust Agent establishes a secure SSL-encrypted communication channel to the
App Orchestration configuration server and authenticates using certificates. In the CVD
implementation described here, zero trust communication is enabled between the shared delivery
site infrastructure domain (daas.local) and the private delivery site tenant domains (e.g., fil.local
and fi2.local) .

Unified tenant management with tiered and delegated tenant administration and self-service
capabilities. App Orchestration supplies the provider with a common management interface for both
shared and private tenants, allowing the provider to onboard tenant subscribers, provision session
services, and manage offerings from a single interface for all tenants. In addition, a provider can
choose to delegate subscriber management capabilities and enable self-service provisioning of
hosted applications and desktops. CloudPortal Services Manager implements delegated
management by defining tenant-specific administrators that can approve workflows for self-service
hosted application and desktop provisioning.

Network isolation. It is assumed that virtual networks are implemented to provide the necessary
network security isolation. VLANs deployed for this CVD include:

— Private VLANS for each Private Delivery Site tenant

— Shared Tenant VLAN for Shared Delivery Site infrastructure and tenants
— Provider Management VLAN (for DNS, NTP, SNMP, etc.)

— Services Management vLAN

— (for services such as App Orchestration, CPSM, and licensing)

— Provisioning vLANs (one for PVS provisioning to the Shared Delivery Site tenants as well as
one for each Private Delivery Site tenant)

— Application vLAN (for back office applications)

— Storage network (for resource separation)

The following documentation is useful when planning a deployment.

Terminology in App Orchestration 2.5

Getting Started with Citrix App Orchestration 2.5
Known Issues for App Orchestration 2.5
CloudPortal Services Manager 11.0 Documentation
Known Issues for CloudPortal Services Manager

Configuring SSL for App Orchestration 2.5

It is highly recommended that providers take advantage of experienced consultants in the Citrix Services
organization to plan, perform, and assist with Citrix software installation and integration tasks. In doing
so service providers can be confident in achieving an optimal deployment configuration that provides
rigorous security, optimal scale, and ease of ongoing management and customer onboarding.
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Prerequisites

The installation and integration procedures for Citrix App Orchestration and CloudPortal Services
Manager in this environment depend on a number of prerequisites and assumptions. Refer to the
documentation above for checklists and detailed explanations of the requirements and assumptions.
Specifically:

» For CloudPortal Services Manager, see System Requirements for CloudPortal Services Manager,
Firewall requirements for Services Manager, and Verify deployment readiness and create system
databases.

» For App Orchestration, see the Setup Checklist in Getting Started with Citrix App Orchestration 2.5.
The procedures here assume the checklist items have been completed in advance.

Prior to installing App Orchestration and CloudPortal Services Manager for this CVD, there are a few
additional setup procedures that can be performed out-of-band:

» Installing and configuring Citrix Provisioning Services 7.1
« Installing Virtual Delivery Agents on Microsoft Windows server and workstation operating systems
» Setting up and configuring NetScaler functionality

These procedures are included in subsequent sections.
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The procedures in this section assume that Cisco UCS Director has provisioned the following VMs (via
VMware ESXi) with Windows Server 2012 R2 (minimum) to support Citrix software and infrastructure
services:

1 domaincontroller with Windows Server 2012 R2
1 Citrix License Server

1 NetScaler Gateway

2 Servers

for the CloudPortal Services Manager provisioning (one can also host CloudPortal Services
Manager Web services)

1 server for the App Orchestration configuration server
1 server for PVS provisioning
1 server (minimum) for the Session Machines that will host applications and desktops for users

2 database servers for each delivery site running Microsoft SQL Server 2012 with all recommended
updates installed

2 servers for the Delivery Controllers that make up each delivery site

2 servers for the StoreFront servers that make up one StoreFront server group

Private Delivery Site VMs
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FI2-0em
FI2:.CF5M
FI2-SFD
Fl2-SFDe
Fl2-<DCi
— [ FI2=DC02
nem

As shown in the screenshot, the CVD defines two private delivery site tenants: Farm Isolation Tenant 1
(FI1) and Farm Isolation Tenant 2 (FI2). Each private delivery site tenant has these dedicated
infrastructure components:

1 domain controller with Windows Server 2012 R2

1 server to host CloudPortal Services Manager and the App Orchestration Zero Trust (Domain)
Agent

2 servers for the StoreFront servers that make up one StoreFront server group
2 servers for the XenDesktop Delivery Controllers

1 server (minimum) for the Session Machines that will host applications and desktops for users
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In addition, each tenant uses a dedicated Active Directory domain for user and group data. Tenant user
data is isolated using Organizational Unit (OU) lockdown provided by CloudPortal Services Manager.
Users and groups created under each tenant’s OU are locked down to fully isolate one tenant from
another.

Other Prerequisites and Setup Tasks

The following is a quick synopsis of additional prerequisites and assumptions:

* Accessible media. It is assumed that Citrix software installation packages are available on a
partition accessible to the servers.

* Active Directory. Prepare the required Active Directory domain to be used as the shared resource
domain (Windows Server 2012 R2 was used). Extend the Active Directory schema to include the
standard Exchange attributes and prepare the environment for multi-tenancy.

e Group Policy object. Configure the App Orchestration Group Policy object that will be associated
with all machines in the shared resource domain. Configure the PowerShell execution policy,
PowerShell remoting, and remote administration with WMI.

« DNS aliases. Services Manager uses DNS aliases internally for the core components. Create
CNAME records for the following roles and components:

Platform component || Alias

Database server CORTEXSQL
Provisioning server CORTEXPROVISIONING
Web server CORTEXWEB

Reporting Services CORTEXREPORTS

The XenDesktop zero trust agent in a private Delivery Site domain must have network access to the App
Orchestration configuration servers and must be able to resolve the FQDN address of the configuration
servers. To do this, create a DNS forward lookup zone on the DNS server for the isolated domain. For
more information see
http://support.citrix.com/servlet/KbServlet/download/37594-102-711575/cao-zero-trust-agent.pdf

¢ Other CloudPortal Services Manager requirements. The Services Manager server role installer
(Setup Tool) handles many prerequisites, such as installing .NET Framework 4.0, enabling Web
Server roles, and enabling MSMQ features.

e SSL certificates. An SSL certificate is used to secure communication:
— On each StoreFront server.

— Between an App Orchestration agent on each XenApp or XenDesktop delivery controller and
the domain agent installed on a dedicated machine residing behind a NAT-enabled device.

— Between the CloudPortal Services Manager web console and the App Orchestration
configuration server (to secure administrative tasks).

The SSL certificate is installed on the App Orchestration server, as described later in this section. See
Configuring SSL for App Orchestration 2.5 for more information. A public SSL certificate is also
installed on the NetScaler Active Gateway to secure access from user devices.
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PVS Installation and Configuration

PVS installation can occur out—of-band from the installation of App Orchestration and CloudPortal
Services Manager. This CVD assumes that UCS Director has allocated VMs for the PVS servers and the
following procedures have been used to install PVS on those VMs.

Prerequisites

PVS software and hardware requirements are available at
http://support.citrix.com/proddocs/topic/provisioning-7/pvs-install-task1-plan-6-0.html.

Only one MS SQL database is associated with a farm. You can choose to install the Provisioning
Services database software on an existing SQL database, if that machine can communicate with all
Provisioning Servers within the farm, or with a new SQL Express database machine, created using the
SQL Express software that is free from Microsoft. Microsoft SQL was installed separately for this CVD.

From the Citrix Provisioning Services 7.1 ISO,

let AutoRun launch the installer. CITR|X Erevisioning Sengees ﬁ

\j console Installztan

| P | Server Trstallation |

Click the Server Installation button.

= Target Device Installation

B0 el and Suppert

Install the Console.

Click the Install Server button. o :
CITRIX Provisioning Services ﬁ

The installation wizard will check to resolve
dependencies and then begin the PVS server
installation process. It is recommended that you
temporarily disable anti-virus software prior to
the installation.

Install the Provisioning Services server.
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Click Install on the prerequisites dialog.

PG Citrix Provisioning Services w64 requires the falowing items to be instaled on your
L=  computer, Click Install to begin instaling these requirements.

Requrement

Broker Snapin v2 X564

Host PowerShel Snapln vz x64
DiefegatedAdmin PowerShell Snapln x64
Configlogging_PowerShellSnapinxt4
SQLNCxE4
Configuration_PowerShelSnaplnegd

HIHE

i
]

Click Yes when prompted to install the SQL

Native Client.
Citrix Provisioning Services x4 optionally uses S0Lnexf4. Would you

like to install it now?

Click Next when the Installation wizard starts.

Welcome to the Installation Wizard for Citrix
ci-mlx‘ Provisioning Sarvices x64

The InstallShisld{R) Wizard will install the Citrix Provisioning
Services 54 on your computer, Ttis recommended that you
dizable any Antvins software before continung. To continue,
dlick Meat.

WARNING: This program is protected by copyright law and
intermatonal treaties.

[ <Bad [ mext [ cancel |
Review he license agreement s B cnvoswevers B

. License Agreement
If acceptable, select the radio button labeled “I e e CiTl[X‘
accept the terms in the license agreement.”

CITRIX LICENSE AGREEMENT ~

This is alegal agreement (" AGREEMENT") between you, the Licensed User, and

Citrix Systems, Inc., Citrix Systems Intemational GmbH or Citrix Systems Asia Pacific

Click Next Pty Ltd. Your location of receipt of this product or feature release (both hereinafter |
"FRODUCT") or technical support (hereinafter "SUPPORT") determines the

providmg entity hereunder (the applicable enfity 1= heremnafter referred to as

"CITRIX"). Citrix Systems, Inc., a Delaware corporation licenses this PRODUCT in

the Amencas and Japan and provides SUPPORT m the Amencas. Crinx Systems

International GmbH, 2 Swiss company whelly owned by Citrix Systems, Inc,, Hcenses

thus PRODUCT and provides Support m Europe, the Middle East, Africa and v

| ® Laceest the terms in the icense agreement | [ et |
(T do not accept the terms in the license agreement

InstalShield

[ <Bak | mewt> || cancel
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Provide User Name, and Organization
information.

Select who will see the application.

Click Next

B Citrix Provisioning Services x64 [ x|

Customer Information
Please enser your infor=asan.

CITRIX

Tnstal this appécaton for:

(&) feryonre who uoes this comouler (3 users)

Click Next

) Orly for me {Dass)
InstelSveld
<Backc | e
Accept the default installation location. e Ciltrix Provisioning Services x64 =1
Destination Folder

-
Click Next to instal to this folder, or dick Change to instal to a different folder. crrn!x

Install Citrix Provisioning Services k64 to:
_,.-/ C:¥rogram Files\Citrix Provesioning Services) Change...

InstalShield

[ <Badk | nestyy | [ cancel
#

Click Install to begin the installation.

i)

Citrix Provisioning Services x64 [x]

Ready to Install the Program

-
The wizard is ready to begin installation, cm!x
Clck Instal to begin the instalation.

If you want to review or change any of your instaliation settings, dick Back. Cick Cancel to
exit the wizard.

InstalShield

<Back |  mstlp, | | cancel
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Click Finish when the install is complete.

1 Citrix Provisioning Services x64

Installation Wizard Completed

CiTRIX

Thie Irstallaton Witard has successfuly instaled Citrix
Provisioning Services %54, Click Finish to exit the wizard,

Click OK to acknowledge the PVS console has
not yet been installed.

1 Citrix Provisioning Services x64

[x]

The PV5 Console is not detected in your system. You wil need
the Console to log into your PVS Farm from this system.
Flease install it.

4

kg

The PVS Configuration Wizard starts Provisioning Services Configuration Wizard =
automatically. ™ The Configuration Wizard provides an easy way to
c ITRIX‘9 setup & "basic” Server configuration.
.
For advanced configurations, see the Instalation and
. Configuration Guide.

Clle NeXt You can aways run the Configuration Wizard again

ater from the Start Menu,

e =

Since the PVS server is not the DHCP server for | # Provisioning Services Configuration Wizard =

the environment, select the radio button labeled,
“The service that runs on another computer.”

Click Next

DHCP Services

Spedfy the service that will provide IF address assignments to Provisioning
Services target

() The service that runs on this computer

OTP or DHCP s

(®) The service that runs on another computer I

<pak | Nwt> | Cancel
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Since this server will be a PXE server, select the
radio button labeled, “The service that runs on
this computer.”

Click Next

E=1 Provisioning Services Configuration Wizard

PXE Services
Spedfy which service will defver this nformation to target devices.

During the PXE boot process the bootstrap fle name and FQDN/IF address of the

-

TFTP server hosting the bootstrap are delvered via a FXE service or DHCF options:

66/57.

(®) The service that runs on this computer

Prowisioning Services PXE service

() The service that runs on another computer

[ <Back | mer> |

Cancel

Since this is the first server in the farm, select the
radio button labeled, “Create farm”.

Click Next

k=1 Provisioning Services Configuration Wizard

Farm Configuration
Create a new Farm or join an existing Farm. Can be skipped if already
configured.

) Join existing farm

o3

<Back || mexthy |

Cancel

Enter the name of the SQL server.

Note: If using a cluster, instead of AlwaysOn
groups, you will need to supply the instance
name as well.

Click Next

F+ Pravisioning Services Configuration Wizard

Dalabase Server
Saler Bhe Server and [nstance names,

2

Server name:

TMstance namo:

]

T specify database sirros falover parines

Op=onal TCF port:

<ack | text>

Cancel
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Optionally provide a Database name, Farm
name, Site name, and Collection name for the

& Provisioning Services Conliguration Wizard [=]
PVS farm. [ m— 5
Snler e new Dalabase avd Farm names,
. e Dalabass nams: [Frovsiemmgsenicss v
Select the Administrators group for the Farm i |
o . Fam nama: larm
Administrator group. A= = |
Colection nsme: ||:=1“:"9" |
. (®) Lz Active Drectory groups for sacrity
Clle NeXt Lise Windows groups for seounity
Farm Admmnistrasor group:
| daas, lacaliUsers Domn Adwie v|
[ [ ] [
Provide a vDisk Store name and the storage path 5 Fraulalaning Sarices Configuration Wizard =
to the vDisk share. Hew Store -
Saler & neve Slore and delsul patl n

Click Next

Slove name: Slore

Default pat: Criplusks

LI | E]
Provide the FQDN of the License Server.
Optionally, provide a port number if changed on | & Pravisioning Services Canfiguration Wizard E

the license server.

Click Next

License Server =i
Triler Fe cenie geryer hadhase and porl,

PR

Liomnse server port: 2000

waldate licpnse server version and communicatinn

e = s
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If an Active Directory service account is not
already setup for the PVS servers, create that
account prior to clicking Next on this dialog.

Select the Network service account radio
button.

Click Next

=1 Pravisioning Services Conliguration Wizard

User accoanl

Thie Slream vl Soep Services vil ru under 8 uier aioounl Mesos seecl vhal

aser account you wil usn,

W) Neswork gervion arcount

) Speecified user accounl

NOTE: This will vary per environment. “7 days”
for the configuration was appropriate for testing
purposes.

Mctive Directory Compuaber Accounl Passwond
Aulemale comouber aocounl passwerd updates?

Set the Days between password updates. H Pravisioning Services Canfiguration Wizard [=]

73

o ALSIASE COMpLTET atcourt passsond updates

Streaming network cards:

Management network card:

H} 172.16.65.1

Days bebwesn passward updstes: 7 w
Click Next
< 3ack | Cancel
Keep the defaults for the network cards. % Provisioning Services Configuration Wizard
HNetwork Communications g
Spedfy network settings. ﬁ
Click Next e

Enter the base port that will be used for network communications. A total of 20 ports
are required. You must also select a port for console communications,

Note: All servers must have the same port configurations.

First communications port:

Consale port:

s

[ <Back I Next > ,|| Cancel
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Leave the Use the Provisioning Services TFTP = Frovisioning Sarices Confiquration Wizard [=]
service checkbox enabled. TETP Oplion and Boolstrap Location tx
Tyovealy only ore TRTP server i desinyed as part of Provisoning Services.

F Lise the Fravsioning Services TETR servioe

Click Next Ci\PregramData\Cilris Previsioring Services T pboo (WRDEPILEN | [Erowse..,

< Back _ Cangel

Confirm at least one boot server is listed. Add or o Pravisioning Semvices Canliguration Wizard -
remove boot servers as appropriate for your Streamm Servers Baot List n
. Soetily atleasl 1 and 8t masl = begt dervess,
configuration.
Click NeXt 'I?lutbﬂalslrupﬂ:mtil'ls what servens Largel devices may conlacl b complele the
boat process-
Server IF Address Server Fork  Dewos Subnet Mask | Devics Gatevay
10.7L077 aitn I55.255,255.0 0,000,0
Edit Remove Mave ua *ove covm
Advanced, .,
Click Finish to start the installation. a Pravisioning Services Conliguration Wizard (=]
Finish il ik
Confrm conliguation sellrge, u
Pl - Instal Sarvice: -

Dialabase Server = 00014

Farm = PranssoningServices:Farm

5= and Colection = Sit=, Col=cton

AD Group = daastocal User s Domain Admine

Store and Default Path = Store, C: Wik

Licmnse ServeriFort = PVS 123000

LUser Aceounlt = Melwerk Service Account

Computer aocount password changes seery 7 days
Communicabions - Frss Port = G330, Last Port = £505
Corsale - 5030 Porl = 54321

MIC - Selerted TP = 10,71.0.77

Management HIC - Sefected [ = 10.FLO. 77

TP - Inslal Service b
bl >

o Autormatialy Starl Servioss
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When the installation is completed, click the
Done button.

Finish
Confirm configuration settings.

Starting Metwork Services

| < Back |I Dope I Cancel
Y

From the main installation screen, select
Console Installation.

Provisioning Services n

4l Console Installation
‘ Server Irstallation
* Targat Device Installation

ﬂ el [yd Suppeet

Click Next

Welcome to the InstallShield Wizard for Citrix
Provisioning Services Console x64

The Irstalshield(R) Wizard will install itvix Provisioning
Services Console %64 on your computer. To continue, dick
Hext.

WARNING: This program is protected by copyright law and
international treaties.

<Back I %) | Cancel
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Read the Citrix License Agreement. 1 Citrix Provisioning Services Console ¥64 - InstaliShield Wizard  [I36H]
License Agreement r "
If acceptable, select the radio button labeled “I You must view the entire icense agreement i order 1o continue. CITRIX

accept the terms in the license agreement.” ! -
CITRIX LICENSE AGREEMENT ~

This is alegal agreement (" AGREEMENT") between you, the Licensed User, and
Citrix Systems, Inc., Citrix Systems Intemational GmbH or Citrix Systems Asia Pacific
Pty Ltd. Your location of receipt of this product or feature release (both hereinafter
Cl : k N t "PRODUCT™") or technical support (hereinafter "SUPPORT") determines the

1C €X providing entity hereunder (the applicable entity is hereinafter referred to as
"CITRIX™). Citrix Systems, Inc, a Delaware corporation bcenses this PRODUCT in
the Americas and Japan and provides SUPPORT in the Amencas. Citrix Systems
Intemational Gmbl, a Swiss company wholly owned by Citrix Systems, Inc,, licenses

this PRODUCT and provides Support m Europe, the Middle East, Africa and W
|® 1 accept the terms in the license agreement | [t |
(U 1 do not sccept the terms in the license agreement
InstalShield
< Back Nexf.» Cancel
Optionally provide User Name and 5! Citrix Provisioning Services Cansole %64 - InstallShield Wizard 2]
Organization. Customer Information e
Click Next
Install this appiicazon for:
(&) oz who uses this comoutber (3 users)
) Orly for me (liaas)
InstalSveld
=T i
Accept the default path. ) Citrix Provisioning Services Console x64 - InstaliShield Wizard (156l
Destination Folder .
Click Next to install to this folder, or dick Change to instal to & different folder, ClTR!x
Cllck Next == Instal Girix Provisioning Services Console x64 to:
_._-—/ C:¥Program Flles\Citrix \Provisioning Services Consale’| W
InstalShield

< Back I Nexp. I Cancel
8
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Leave the Complete radio button selected. -

Setup Type

Choose the setup type that best suits your needs. dmlx
. Please sslect: 3

Click Next R

(® Complete

ﬁ Al program features wil be installed, (Requires the most disk.
space.)
) custom
@ Choose which program features you want installed and where they
will be led, Rect ded for advar
InstalShield
[<bak | tewo ][ canal |
L

Click the Install button to start the console B CovmProwsoning Serices Conscke 64 - et wirs B
. . Ready to Install the Program
installation.

The wizard is ready to begin installation, dm[x

Clck Instal to begin the instalation. i

If you want to review or change any of your instaliation settings, dick Back. Cick Cancel to

exit the wizard.

InstalShield
T T
i

When the installation completes, click Finish to

close the dialog box. i InstaliShield Wizard Completed

The Irstalishield Wizard has successfully instalied Citrix
Provisioning Services Console k64, Click Finish to et the
wizard,

< Back l Fnirhy I Cancel
S
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Instructions Visual

From the Windows Start screen for the
Provisioning Server PVS1, launch the
Provisioning Services Console.

Select Connect to Farm. —————— e
NG

52 Provisioning Senvice- ~a

View

Hew Windaw from Here
Rebresh
Expont Lit.

Help

Description

There are 1o items to show in this view

Enter localhost for the PVSI1 server.

Click Connect.

Connect to Farm

Server Information

Name: flocalhost -]
{r;lame or P address of a server on the fam ) )
Pot: [54321 |
{Port corfigured for server access.)
Credentials
® Use my Windows credentials to login
) Use these credentials to login
Usemame:
Domain:
Password:
[#] Autodogin on application start or reconnect
[ Comnect || concel || Heb
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Select Store Properties from the pull-down : Frondonky sentom Conele B

£ File Acion View Window Help (-]
&= m @ m
g Services Console Hame Description

’ B8 Farm pocalhos

I
"Crents Vi
Add or Import Eisting vDisk
Add vDick Versions.
Audit Trail...
Refrash
In the Store Properties dialog, add the Default Store Properties
store path to the list of Default write cache paths. | |[Generl| Sewers| Fatns
Default store path:
[wnwB400Disk Store | =
_Defaul wite cche oath:
l\\vnxS4DD\vDiskSlUrE1 | Add..
Click Validate. If the validation is successful, Edi..
click OK to continue. Remove
Mave Up
Move Diown
i‘ “alidate |i| akK ‘ | Cancel | | Help |

In this CVD, we repeated the procedure to add a second PVSserver (installing the Provisioning Services
console on the second PVS virtual machines is optional).

After completing the steps to install the second PVS server, launch the Provisioning Services Console
to verify that the PVS Servers and Stores are confgured and that DHCP boot options are properly
defined.

VDA Installation and Configuration

Virtual Delivery Agents (VDAs) are installed on Microsoft Windows server and workstation operating
systems, and enable connections for desktops and apps. VDA installation can occur out—of-band from
the installation of App Orchestration and CloudPortal Services Manager. This CVD assumes that the
following procedures have been used to install VDAs for both HSD and Server VDA environments.

By default, when you install the Virtual Delivery Agent, Citrix User Profile Management is installed
silently on master images. (Using profile management as a profile solution is optional.)
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Instructions Visual

Launch the XenDesktop installer from the ISO
image or DVD.

S0f, Ay

Click Start on the Welcome Screen.

ekigps e by g W il Pl
HENADD ot apptstions

HenDesklop o s s s

citrix

To install the VDA for the Hosted VDI
Desktops, select Virtual Delivery Agent for XenDeskiop 7.5
Windows Desktop OS. (After the VDA is
installed for Hosted VDI Desktops, repeat the
procedure to install the VDA for Hosted Shared
Desktops. In this case, select Virtual Delivery
Agent for Windows Server OS and follow the

same basic steps.) e

desktops from Windows desktop OS-based
VMs or physical machines.

Get Started Prepare Machines and Images Extend Deployment

Citrix Studio

Services and Support

cess product documentation online.
enter Aceess knowledge base articles, security bulletins, and troubleshooting guides.

Cancel

Select “Create a Master Image”.
XenDesktop 75 Environment

4 Configuration
Environment

Cllck NeXt HDX 3D Pro Lwant to:

Core Components

Delivery Controller

Features
Enable Remote PC Access

Firewall sical machine or

Summary
Install

Finish

Back Cancel
[—
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For the HVD vDisk, select “No, install the
standard VDA”.

Click Next

XenDesktop 7.5

HDX 3D Pro

Core Components
Delivery Controller
Features

Firewall

Summary

Install

Finish

HDX 3D Pro

Configuration

HDX 3D Pro optimizes the performance of graphics-intensive programs and media-rich
applications.

Yes, install the VDA for HDX 3D Pro

Back Cancel

Select Citrix Receiver.

Click Next

XenDesktop 7.5
¥ Enviconment

HDX 3D Pro

Core Components

Delivery Controller

Features

Firewall

Summary

Install

Finish

Core Components

Virtual Delivery Agent (Required)

Location: C:\Program Files\Citrix | Change...

Citrix Receiver

Cancel

Back
Select “Do it manually” and specify the FQDN
of the Delivery Controllers. XenDesktop 7.5 elivery Controler
Configuration
v Kow do you want to enter the locations of your Delivery Controllers?
. nponents ¢
Click Next Detvery Contlier
Features bdivecOLanpexriplabemc.com [ Edit Delete
Firewall .xclv:COZ cvspexrtp.lab.emc.com Edit Delete
Summary Controller address:
Install -
Finish -

Note: Any Group Policies that specify Delivery Controller locations will override settings
provided here.

Back Cancel
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Accept the default features.
Click Next.

XenDesktop 7.5

Firewall

Features

Feature (Select all)

&  Optimize performance

Optimize desk

7 Use Windows Remote Assistance
Enable Windor n

emote As:

Click Next

v Features

Firewall
Summary
Install

Finish

et - Sz:sxj;\ ime Audio I_I.insg:nl:;zgg-
Install Personal vDisk
Finish Enable | vDisk for the Virtual Delivery Agent. Leam more
Back Cancel |
Allow the firewall rules to be configured
Automatically. XenDesktop 7.5 Firewal

The default ports are listed below. Printable version

Controller Communications Remote Assistance Real Time Audio
soTCP 3389 TCP 16500 - 16509 UDP
1494 TCP

2598 TCP

8008 TCP

Configure firewall rules:

®) Automatically

Select this option to automatically create the rules in the Windows Firewall. The rul
will be created even if the Windows Firewall is turned off.

Manually

Select this option if you are not using Windows Firewall or if you want to create the rules
yourself.

Back

Concel |

Verify the Summary and click Install.

XenDesktop 7.5

Summary

Install

Finish

Summary

Review the prerequisites and confirm the components you want toinstall. @) Restart required

Installation directory

C\Program Files\Citrix
Prerequisites

Microsoft Visual x86 C++ 2005 Runtime
Microsoft Visual x86 C++ 2010 Runtime

Core Components

Virtual Delivery Agent
Citrix Receiver

Delivery Controllers

xdlvecOlcvspexrtplabiemccom
xdlvcc02.cvspexrtplab.emc.com

Features

Optimize performance
Remote Assistance
Real Time Audio

Firewall

ack

Cancel |
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automatically.

Check “Restart Machine”.

Click Finish and the machine will reboot

XenDesktop 7.5 Finish Installation
The installation completed successfully. ' Success
Prerequisites

v Microsoft Visual x86 C++ 2005 Runtime Installed
+ Microsoft Visual x86 C++ 2010 Runtime Installed

Core Components
+ Virtual Delivery Agent Installed

Installed

Post Install

+ Component Initialization Initialized
Insta

Finish

| Restart machine

Repeat the procedure so that VDAs are installed for both HVD (using the Windows 7 OS image) and the
HSD desktops (using the Windows Server 2012 image).

Citrix NetScaler Setup

This section describes the configuration of Citrix NetScaler components.

Citrix NetScaler VPX Configuration

Citrix NetScaler VPX provides the complete NetScaler all-in-one feature set in a simple, easy-to-install
virtual appliance. NetScaler VPX is a web application delivery virtual appliance that accelerates internal
and external web applications up to five times, optimizes application availability through advanced
L4-L7 traffic management, increases security with an integrated application firewall, and substantially
lowers costs by increasing web server efficiency.

There are several key configuration elements required for using NetScaler VPX as the Global Server
Load Balancer (GSLB) in this DaaS architecture.

* NetScalers must be the authoritative DNS for the Access Gateway URLs.

e App Orchestration must be configured to have the tenant primary site in the first datacenter
and the secondary site in a second datacenter. This is needed for each tenant requiring GSLB
support.

¢ There must be back-end replication on the XenDesktop site for failover to succeed. This is

typically implemented through storage replication of LUNS for the XenDesktop site and vDisk
filesystems.
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Tenant IP Type IP/Netmask Purpose
Shared NetScaler IP (NSIP) 10.71.0.20/24 NetScaler 1 Management
NetScaler IP (NSIP) 10.71.0.21/24 NetScaler 2 Management
Subnet IP (SNIP) 10.71.0.22/24 Source IP to Servers
NetScaler Gateway IP 10.71.0.23/24 Client IP
Tenant 1 NetScaler IP (NSIP) 10.76.0.20/24 NetScaler 1 Management
NetScaler IP (NSIP) 10.76.0.21/24 NetScaler 2 Management
Subnet IP (SNIP) 10.76.0.22/24 Source IP to Servers
NetScaler Gateway IP 10.76.0.23/24 Client IP
Tenant 2 NetScaler IP (NSIP) 10.77.0.20/24 NetScaler 1 Management
NetScaler IP (NSIP) 10.77.0.21/24 NetScaler 2 Management
Subnet IP (SNIP) 10.77.0.22/24 Source IP to Servers
NetScaler Gateway IP 10.77.0.23/24 Client IP
Global Configurations
Tenant Option \Value Description
TCP OptimizationsNagle's Algorithm [Enabled Reduces number of TCP Packets
Selective [Enabled TCP Retransmission mechanism
IAcknowledgement
(SACK)
'Windows Scaling 4 Increase TCP Receive Windows Size
RNAT TCP Proxy [Enabled Dynamic RNAT Proxy
HTTP Cookie Version 1 Uses UTP for time values
Optimizations Drop Invalid HTTP [Enabled Detects and drops invalid HTTP headers
Requests
Load Balancing
All services should be load balanced in the interest of increasing service availability. Load balancing
also sources traffic to back-end servers from the NetScaler Subnet IP (SNIP). Load balanced
services include LDAPS (TCP 636) to domain controllers, DNS (UDP/TCP 53) to DNS servers, and
HTTP/HTTPS (TCP 80/443) to StoreFront servers, as shown in the table below.
IProtocol IPort(s) Target Notes
LDAPS TCP 636 IDomain Controllers  [NetScaler Authentication
IDNS TCP/UDP 53 [Domain Controllers  [DNS Requests
HTTPS TCP 443 Storefront Servers NetScaler ICA Proxy Target
Citrix XML [TCP 8080 Citrix XML Brokers [vIP to which XenApp/XenDesktop Server refer for XML
Load Balancing
NetScaler Gateway

Citrix NetScaler Gateway VPX is a secure application, desktop and data access solution that provides
administrators granular application- and device-level control while enabling user access from anywhere
using SmartAccess and the XenMobile Micro VPN. It is a virtual appliance that runs on all industry
standard hypervisors.

NetScaler Gateway offers a single point of management and tools to ensure the highest levels of

information security across and outside the enterprise. At the same time, it empowers users with a

single point of access-optimized for roles, devices, and networks-to the enterprise applications and
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data they need. This unique combination of capabilities helps maximize the productivity of today's
mobile workforce.

Authentication
NetScaler Gateway will proxy Active Directory authentication for clients.
Tenant Setting Detail
Shared Name LDAPS authpol
Priority 100
[Expression Ns_true
Profile LDAPS_authsrv
Profile ~serverIP 192.0.2.2 -serverPort 636 -ldapBase "DC=daas,DC=local"
Configuration ~ldapBindDn administrator@daas.local -ldapBindDnPassword
d02d067126957177a4 -encrypted -ldapLoginName samAccountName
~searchFilter "memberOf=CN=DaasUsers,OU=Customers,DC=daas,DC=local"
~groupAttrName memberOf -subAttributeName CN -secType SSL
Tenant 1 Name LDAPS_authpol
Priority 100
[Expression Ns_true
Profile LDAPS_authsrv
Profile ~serverIP 192.0.2.2 -serverPort 636 -ldapBase "DC=daas,DC=local"
Configuration ~ldapBindDn administrator@FL1.local -ldapBindDnPassword
d02d067126957177a4 -encrypted -ldapLoginName samAccountName
~searchFilter "memberOf=CN=DaasUsers,OU=Customers,DC=FL1,DC=local"
~groupAttrName memberOf -subAttributeName CN -secType SSL
Tenant 2 Name LDAPS authpol
Priority 100
[Expression INs_true
Profile LDAPS_authsrv
IProfile ~serverIP 192.0.2.2 -serverPort 636 -ldapBase "DC=daas,DC=local"
Configuration ~ldapBindDn administrator@FL2.1ocal -ldapBindDnPassword
d02d067f26957177a4 -encrypted -ldapLoginName samAccountName
LsearchFilter "memberOf=CN=DaasUsers,OU=Customers,DC=FL2,DC=local"
-groupAttrName memberOf -subAttributeName CN -secType SSL

Session
NetScaler VPX Session configuration provides different user experiences depending on the client used
to access the DaaS as shown in the table below.
Tenant Setting Detail
Shared Name IAG_receiver_pol
Priority 50
Expression REQ.HTTP.HEADER X-Citrix-Gateway EXISTS && REQ.HTTP.HEADER
User-Agent CONTAINS CitrixReceiver
Profile clientless _prof
Profile ~dnsVserverName DNS _Ibvsrv -transparentInterception OFF
Configuration ~defaultAuthorizationAction ALLOW -icaProxy ON -wihome
"https://sf-1b.daas.local/Citrix/Tenant2Site" -wiPortalMode NORMAL
~ntDomain daas -storefronturl "https://sf-1b.daas.local/Citrix/Tenant2Site"
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Shared Name IAG_browser_pol
Priority 60
[Expression REQ.HTTP.HEADER User-Agent NOTCONTAINS CitrixReceiver &&
REQ.HTTP.HEADER Referer EXISTS
Profile web_prof
Profile ~dnsVserverName DNS_lbvsrv -transparentInterception OFF
Configuration ~defaultAuthorizationAction ALLOW -icaProxy ON -wihome
"https://sf-1b.daas.local/Citrix/Tenant2Site" -wiPortalMode NORMAL
rntDomain daas
Tenant 1 Name IAG_receiver_pol
Priority 50
Expression REQ.HTTP.HEADER X-Citrix-Gateway EXISTS && REQ.HTTP.HEADER
User-Agent CONTAINS CitrixReceiver
Profile clientless_prof
Profile ~dnsVserverName DNS_lbvsrv -transparentInterception OFF
Configuration ~defaultAuthorizationAction ALLOW -icaProxy ON -wihome
"https://sf-1b.daas.local/Citrix/Tenant2Site" -wiPortalMode NORMAL
-ntDomain daas -storefronturl "https://sf-1b.daas.local/Citrix/Tenant2Site"
Tenant 1 Name IAG_browser_pol
Priority 60
[Expression REQ.HTTP.HEADER User-Agent NOTCONTAINS CitrixReceiver &&
REQ.HTTP.HEADER Referer EXISTS
Profile web_prof
Profile ~dnsVserverName DNS_lbvsrv -transparentInterception OFF
Configuration ~defaultAuthorizationAction ALLOW -icaProxy ON -wihome
"https://sf-1b.daas.local/Citrix/Tenant2Site" -wiPortalMode NORMAL
rntDomain daas
Tenant 2 Name IAG_receiver_pol
Priority 50
Expression REQ.HTTP.HEADER X-Citrix-Gateway EXISTS && REQ.HTTP.HEADER
User-Agent CONTAINS CitrixReceiver
Profile clientless_prof
Profile ~dnsVserverName DNS_lbvsrv -transparentInterception OFF
Configuration ~defaultAuthorizationAction ALLOW -icaProxy ON -wihome
"https://st-1b.daas.local/Citrix/Tenant2Site" -wiPortalMode NORMAL
rntDomain daas -storefronturl "https://sf-1b.daas.local/Citrix/Tenant2Site"
Tenant 2 Name IAG_browser_pol
Priority 60
[Expression REQ.HTTP.HEADER User-Agent NOTCONTAINS CitrixReceiver &&
REQ.HTTP.HEADER Referer EXISTS
Profile web_prof
Profile ~dnsVserverName DNS_Ibvsrv -transparentInterception OFF
Configuration ~defaultAuthorizationAction ALLOW -icaProxy ON -wihome

"https://st-1b.daas.local/Citrix/Tenant2Site" -wiPortalMode NORMAL

-ntDomain daas
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Virtual Server

Virtual server setup is summarized in the table below.

Setting Detail
Shared Name Tenant2_agvsrv

[P/Port 10.77.0.23 TCP 443

STA http://10.77.0.70 http://10.0.77.0.69
Tenant 1 Name Tenant2_agvsrv

[P/Port 10.77.0.23 TCP 443

STA http://10.77.0.70 http://10.0.77.0.69
Tenant 2 Name Tenant2_agvsrv

[P/Port 10.77.0.23 TCP 443

STA http://10.77.0.70 http://10.0.77.0.69

NetScaler VPX Configuration Procedures on VMware ESXi

The following summary provides an overview of how to setup a NetScaler VPX appliance on VMware
ESXi and how to configure the NetScaler appliance as described above. The procedures provided here
follow steps in the online documentation (see http://edocs.citrix.com).

Downloading the NetScaler Virtual Appliance Setup Files

The NetScaler virtual appliance setup package for VMware ESX follows the Open Virtual Machine
(OVF) format standard. You can download the files from MyCitrix.com. You need a My Citrix account
to log on. If you do not have a My Citrix account, access the home page at http://www.mycitrix.com,
click the New Users link, and follow the instructions to create a new My Citrix account.

When logged on, navigate the following path from the My Citrix home page: MyCitrix.com >
Downloads > NetScaler > Virtual Appliances.

Copy the following files to a workstation on the same network as the ESX server. Copy all three files
into the same folder.

NSVPX-ESX-<release number>-<build number>-diskl.vmdk (for example,
NSVPX-ESX-9.3-39.8-disk1.vmdk

NSVPX-ESX-<release number>-<build number>.ovf (for example, NSVPX-ESX-9.3-39.8.0vf)
NSVPX-ESX-<release number>-<build number>.mf (for example, NSVPX-ESX-9.3-39.8.mf)

For more information see
http://support.citrix.com/proddocs/topic/netscaler-vpx-10-1/ns-vpx-install-on-esx-wrapper-con.html

Labeling the physical network ports of VMware ESXi

Before installing a NetScaler virtual appliance, label of all the interfaces that you plan to assign to virtual
appliances, in a unique format. Citrix recommends the following format: NS NIC 1 1, NS NIC 1 2,
and so on. In large deployments, labeling in a unique format helps in quickly identifying the interfaces
that are allocated to the NetScaler virtual appliance among other interfaces used by other virtual
machines, such as Windows and Linux. Such labeling is especially important when different types of
virtual machines share the same interfaces. To label the ports, complete the following steps:

1. Log on to the VMware ESXi server by using the vSphere client.
On the vSphere client, select the Configuration tab, and then click Networking.
At the top-right corner, click Add Networking.

Eal o

In the Add Network Wizard, for Connection Type, select Virtual Machine, and then click Next.
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5. Scroll through the list of vSwitch physical adapters, and choose the physical port that will map to
interface 1/1 on the virtual appliances.

6. Enter NS NIC 1 1 as the name of the vSwitch that will be associated with interface 1/1 of the
virtual appliances.

7. Click Next to finish the vSwitch creation. Repeat the procedure, beginning with step 2, to add any
additional interfaces to be used by your virtual appliances. Label the interfaces sequentially, in the
correct format (for example, NS NIC 1 2).

Setting Up the Initial Configuration by Using the NetScaler Virtual Appliance Console

The first task after installing a NetScaler virtual appliance on a virtualization host is to use the NetScaler
virtual appliance console in the vSphere client to configure the following initial settings.

* NetScaler IP address (NSIP): This is the IP address at which you access a NetScaler or a NetScaler
virtual appliance for management purposes. A physical NetScaler or virtual appliance can have only
one NSIP. You must specify this IP address when you configure the virtual appliance for the first
time. You cannot remove an NSIP address.

e Netmask: This is the subnet mask associated with the NSIP address.

» Default Gateway: A default gateway is needed on the virtual appliance to access it through SSH or
the configuration utility from a remote administrative desktop on a different network.

To configure initial settings on the virtual appliance, use the management application on the virtual
appliance Console:

1. Connect to the VMware ESXi server on which the virtual appliance is installed by using the vSphere
client.

2. In the details pane on the Console tab, log on to the virtual appliance by using the administrator
credentials. The default user name and password are “nsroot.”

3. At the prompts, enter the NSIP address, subnet mask, and default gateway and then save the
configuration.

After you have set up an initial configuration through the NetScaler virtual appliance console in the
management application, you can use either the NetScaler command line interface or the configuration
utility to complete the configuration or to change the initial settings.

For more information see
http://support.citrix.com/proddocs/topic/netscaler-vpx-10-1/ns-vpx-config-basic-settings-set-initial-co
nfig-use-nsvpx-console-tsk.html

Load Balancing

The load balancing feature distributes user requests for web pages and other protected applications
across multiple servers that all host (or mirror) the same content. You use load balancing primarily to
manage user requests to heavily used applications, preventing poor performance and outages and
ensuring that users can access protected applications. Load balancing also provides fault tolerance; when
one server that hosts a protected application becomes unavailable, the feature distributes user requests
to the other servers that host the same application.

Basic load balancing consists of the following 4 steps:

Add a Server
From command line interface:

add server <name> (<ipAddress> | (<domain> [-ipv6Address ( YES | NO )]) [-state ( ENABLED |
DISABLED )] [-comment <string>]
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Step 2

Step 3

Example
add server DCO1_srv 10.0.71.10 -state DISABLED -comment "Domain Controller"

To add a server by using the configuration utility, complete the following steps:

1.
2.
3.

5.

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, click Add.

In the Create Server dialog box, specify values for the following parameters:
Server Name—name

IP Address—ipAddress (Select IP Address and type the address. Before typing an IPv6 address,
select the IPv6 check box.)

Domain Name—domain (For a domain-name based server, select Domain Name and type the name
of the server's domain.)

Enable after Creating—state
Comment—comment

If you specify the domain name of the server and you want the domain name to be resolved to an
IPv6 address, select the IPv6 Domain check box.

Click Create, and then click Close. The server you named appears in the Servers pane.

Add a Service

From the command line interface, at the command prompt, type:

add service <name> <serverName> <serviceType> <port>

To create a service by using the configuration utility, complete the following steps:

1.
2.
3.

4.

Navigate to Traffic Management > Load Balancing > Services.

In the details pane, click Add.

In the Create Service dialog box, specify values for the following parameters:
Service Name—name

Server—serverName

Protocol—serviceType

Port—port

Click Create, and then click Close. The service you created appears in the Services pane.

Create a Virtual Server

From the command prompt:

add 1b vserver <name> <serviceType> <ip> <port>

To create a virtual server by using the configuration utility, complete the following steps:

1.
2.
3.

Navigate to Traffic Management > Load Balancing > Virtual Servers.
In the details pane, click Add.

In the Create Virtual Server (Load Balancing) dialog box, specify values for the following
parameters:

Name—name

IP Address—IPAddress
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Protocol—serviceType
Port—port

Click Create, and then click Close. The virtual server you created appears in the Load Balancing
Virtual Servers pane.

Bind Services to Virtual Server

From the command prompt:

bind 1b vserver <name> <serviceName>

From the configuration utility, complete the following steps:

1.

El o

5.

Navigate to Traffic Management > Load Balancing > Virtual Servers.
In the details pane, select the virtual server for which you want to bind the service.
Click Open.

In the Configure Virtual Server (Load Balancing) dialog box, on the Services tab, select the Active
check box next to the service that you want to bind to the virtual server.

Click OK.

For more information see
http://support.citrix.com/proddocs/topic/netscaler-vpx-10-1/ns-1b-wrapper.html

NetScaler Gateway LDAPS Authentication

1.

e ® NS WD

10.

11.
12.

In the configuration utility, on the Configuration tab, expand NetScaler Gateway > Policies >
Authentication/Authorization > Authentication.

Click LDAP.
In the details pane, on the Policies tab, click Add.
In Name, type a name for the policy.
Next to Server, click New.
In Name, type the name of the server.
Under Server, in I[P Address and Port, type the IP address and port number of the LDAP server.
In Type, select either AD for Active Directory or NDS for Novell Directory Services.
Under Connection Settings, complete the following:
a. In Base DN (location of users), type the base DN under which users are located.

b. The base DN is usually derived from the Bind DN by removing the user name and specifying
the group where users are located.

¢. In Administrator Bind DN, type the administrator bind DN for queries to the LDAP directory.

In Administrator Password and Confirm Administrator Password, type the administrator password
for the LDAP server.

In Security Type, select the security type and then click Create.

To allow users to change their LDAP password, select Allow Password Change.

For more information see
http://support.citrix.com/proddocs/topic/netscaler-gateway-101/ng-ldap-authen-config-overview-con.h

tml

Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure g


http://support.citrix.com/proddocs/topic/netscaler-vpx-10-1/ns-lb-wrapper.html
http://support.citrix.com/proddocs/topic/netscaler-gateway-101/ng-ldap-authen-config-overview-con.html
http://support.citrix.com/proddocs/topic/netscaler-gateway-101/ng-ldap-authen-config-overview-con.html

M Solution Validation: Citrix DaaS Implementation

NetScaler Gateway Session
To create a session profile for Receiver, WorxHome, or StoreFront, complete the following steps:

1. In the configuration utility, on the Configuration tab, in the navigation pane, expand NetScaler
Gateway > Policies and then click Session.

2. In the details pane, on the Profiles tab, click Add.
3. In Name, type a name for the profile.

4. Click the Security tab and in Default Authorization Action, click Override Global, and then select
ALLOW.

5. Click the Client Experience tab and then do the following:
a. Next to Plug-in Type, click Override Global and then select Java.

b. Next to Single Sign-on to Web Applications, click Override Global and then select the check
box Single Sign-on to Web Applications.

c. Next to Clientless Access, click Override Global and then select Off.
6. Click the Published Applications tab and then configure the following settings:
a. Next to ICA Proxy, click Override Global, and then select ON.

b. Next to Single Sign-on Domain, click Override Global, enter the domain name and then click
Create. For example, enter mydomain.

c¢. In Web Interface Address, click Override Global, and then type the web address for StoreFront.
For example, enter https://storefront.t.com/Citrix/StoreWeb.

Note  When you configure the StoreFront URL in NetScaler Gateway, such as
https://<SFLite-FQDN>/Citrix/StoreWeb, the text StoreWeb is case sensitive.

7. Click Create.
To create the session profile for Receiver for Web, complete the following steps:

1. In the configuration utility, on the Configuration tab, in the navigation pane, expand NetScaler
Gateway > Policies and then click Session.

2. In the details pane, on the Profiles tab, click Add.
3. In Name, type a name for the profile.
4. Click the Client Experience tab and then do the following:
a. In Clientless Access, click Override Global and then select Allow.
b. In Single Sign-on to Web Applications, click Override Global and then select the check box.
5. On the Published Applications tab, do the following:
a. Next to ICA Proxy, click Override Global, and then select ON.

b. Nextto Web Interface Address, click Override Global and then enter the web address (URL) for
StoreFront.

Note  The StoreFront URL is case sensitive, such as https://<StoreFrontFQDN>/Citrix/<StoreWebName>/.

c. In Single Sign-on Domain, type the domain name.
6. Click Create.
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For more information see
http://support.citrix.com/proddocs/topic/netscaler-gateway-101/ng-connect-users-wrapper-con.html

1. In the configuration utility, on the Configuration tab, in the navigation pane, expand NetScaler
Gateway and click on Virtual Servers

In the details pane, click on Add

In Name type a name for the virtual server

In IP Address type the IP of the virtual server

In SSL, add the appropriate SSL certificate

Click on the Authentication tab

Click on Insert Policy to bind the authentication policy to the virtual server

Click on the Policies tab

© 9 N A AW

Click on Insert Policy to bind the session policies to the virtual server
Click on the Published Applications tab

Click on the Add link in the Secure Ticket Authority section to add the STA servers URL
(http://x.x.x.x or http://server.domain.local)

—
i —)

For more information see
http://support.citrix.com/proddocs/topic/netscaler-gateway-101/ng-install-wrapper-con.html

NetScaler Troubleshooting

The table below shows NetScaler Log Files, which can be useful in troubleshooting.

ILog File

IPurpose

tmp/aaa.debug

Streaming file viewable with cat - Displays realtime
NetScaler Gateway authentication events

var/log/auth.log

logs ssh/sftp administrative logins to NetScaler

var/log/cron Logs cron job results

var/log/httpaccess.log Logs http/https administrative logins to NetScaler
var/log/httperror.log Logs NetScaler website errors

var/log/license.log Logs NetScaler licensing status

var/log/messages Logs history of commands in NetScaler shell

var/log/ns.log

General NetScaler log

var/log/nsvpn.log

Logs NetScaler Gateway access

var/log/snmpd.log

Logs SNMP status

var/nslog/aslearn.log

NetScaler Learning Server logs

var/nslog/dmesg.boot

dmesg log file

var/log/newnslog

Logfile readable with nsconmsg

The NetScaler stat command lists real time relevant statistics of most NetScaler objects. A few
examples of the stat command are shown below.

[Entity

Command

System Statistics

stat ns

stat system
stat cpu

stat interface
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NetScaler Object Statistics stat serviceGroup
stat 1b vserver
stat service
Protocol Statistics stat ssl

stat dns

stat http

The NetScaler nsconmsg command lists useful metrics.

Command IPurpose

nsconmsg Displays current real time NetScaler statistics
nsconmsg --help Displays different options for nsconmsgconmsg
nsconmsg —d current —g cpu_use Displays live CPU statistics

nscongmsg —K [newnslog-filename] —d event Disaplys significant archived events

nsconmsg —d current —g pol_hits Displays real time policy hits

nsconmsg —s ConSSL=2 —d oldconmsg Displays real time SSL statistics

Tools for network tracing include the nstcpdump.sh script and the nstrace.sh script. The nstcpdump.sh
script outputs network traffic details directly to stdout. It is not as detailed as nstrace.sh and more
CPU-intensive, but useful for quickly viewing network traffic. The nstrace.sh script outputs information
to a .cap or .pcap file, which is viewable with Wireshark and other tools.

Installing Citrix App Orchestration and CloudPortal Services Manager

The procedures in this section describe how to install the Citrix CloudPortal Services Manager and App
Orchestration software components. It is assumed that the software prerequisites have been met in
advance. The installation documentation includes checklists that should first be completed prior to
software component installation.

Preparing and installing CloudPortal Services Manager software

Review the pre-installation checklist in the documentation:
* CloudPortal Services Manager 11.0 Documentation
« Known Issues for CloudPortal Services Manager

It is assumed that all prerequisites have been met prior to beginning software installation.
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Instructions Visual

A critical prerequisite is to establish DNS aliases | . — —
for servers that run CloudPortal Services LE-ELELE)

Manager roles: CORTEXSQL, “at R -
CORTEXPROVISIONING, CORTEXWEB, > |

and CORTEXREPORTS. et

If this prerequisite has not already been
completed, set up the CPSM DNS aliases using
dnscommand or the DNS Manager (see
http://technet.microsoft.com/en-us/library/cc772

053.aspx

Bowe.,

ter 1o uoxdate o DS recorce with e same
iy 10D recareh for @ rew e

for instructions).

Y [=] 2 SR o
Remote Desktop Connect (RDC) to the first E Ad Roles and Features Wizard
CloudPortal Services Manager server (CPSMO1) ol T e

and run the Roles & Features wizard in the
Windows Server Manager to configure the
required server roles. Configure the required
prerequisites (e.g., .NET framework, MSMQ
features, etc.).

.
The CloudPortal Services Manager Setup Tool

attempts to handle many unresolved
prerequisites at installation (such as installing the
NET framework) if needed.

Repeat as needed to prepare and verify the (<o ] [
second CloudPortal Services Manager server
(CPSMO02).
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Using the Microsoft SQL Server Management
Studio, check to make sure both Windows and
SQL authentications are enabled. Verify that the
installation domain account has sysadmin rights
on the CloudPortal Services Manager SQL
server instance, which is on the CORTEXSQL
server (SQLO1).

Check the Data Warehouse/Reporting server
(SQLO02) to make sure that the SQL reporting
service is configured, Reporting services URLs
can be resolved, and the installation account has
sufficient rights on the Data Warehouse SQL
server and reporting services.

Test the SQL connection to the CORTEXSQL
server from the CORTEXPROVISIONING
server and web server (CPSMO01 and CPSM02).

W Remote Desktops

L1 Pl #cton Vew  Favortbes  Window  Hep

7]

TREREE
» D 0

RDC into the first CloudPortal Services Manager
server (CPSMO01) and access the software
distribution media.

Launch Setup.exe to run the CloudPortal
Services Manager control panel, and then click
Get Started.

clTrix

Deliver the cloud.

On the Select Deployment Task page, select
Install CloudPortal Services Manager.

X
CI‘I‘I!!X. CloudPortal Services Manager

Select Deployment Task

Install CloudPartal Services Manager

Upgrade Existing Deployment
Add Services & Locatlons ‘.m.

Install web sersees o wemes raled far a remate lmentian
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On the Prepare Environment page, click
Verify for the Extend Active Directory
Scheme task.

Since the aliases have been defined already, the
Setup tool indicated the completion of that step.

c]‘rn!x CloudPartal Services Manager

Prepare Environment
Extend Active Directary Schema
(s JjedFartal Senvices Manager uses custam Ags
Create DNS Aliases
A control panel deplayrment can span multiphe domains, Creating key BNS alia

Preparing and installing Citrix App Orchestration software

Review the pre-installation checklist in the documentation:

* Getting Started with Citrix App Orchestration 2.5

*  Known Issues for App Orchestration 2.5

Deploying App Orchestration typically occurs using the following phased approach:

Phase Tasks

Prepare * Download the software for App Orchestration and its components.

» Prepare your environment and the machines you will use to deploy App Orchestration and

design and deliver offerings.

Install « Use the App Orchestration Install Center to install the required software on the configuration
server, Delivery Controllers, Session Machines, and StoreFront servers.

Configure « Configure App Orchestration’s global settings.

Define ¢ Define additional domains.

* Create additional datacenters.

e Set up and configure compute resources.

* Add instance configurations.

Design  Create Delivery Sites.

» Create a Session Machine Catalog for on-demand provisioning or external provisioning.

e Create a StoreFront Server Group.

» Create an offering.
Deliver e Add a tenant and add users.

* Adjust capacity.

e Subscribe the tenant to the offering.

« Enable tenant self-service provisioning with CloudPortal Services Manager.
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Create Active Directory domains

App Orchestration manages multiple Active Directory domains: e.g., a shared resource domain and a
default user domain.

¢ Shared resource domain: The domain where the App Orchestration configuration server resides.
This domain contains components that are shared with multiple tenants. This is also where the App
Orchestration root OU is created.

* Default user domain: The domain where App Orchestration user accounts reside. This domain also
includes the tenant users and groups that will access offerings delivered from the shared resource
domain.

Create Root OU and Admin Group

Delivery Groups in Citrix App Orchestration and CloudPortal Services Manager correspond to Active
Directory Organizational Units (OUs). The implementation of App Orchestration relies on the proper
configuration of the root App Orchestration OU.

Within the root App Orchestration OU, an AD group identifies the set of privileged CSP administrators
that are permitted to perform management tasks across the CSP domain. Early implementation tasks for
App Orchestration include creating the root OU, adding the administrative users to this OU, and adding
them to the Domain administrative group.

Instructions Visual

In the shared resource domain, create a new e T -
Active Directory OU that will be the root OU for

the deployment. In this CVD, assign the name
CitrixAppOrchestration.

==  Creslein:  dansloeal’

Flame
Canm b tekesrmrer|

| Pretnct somairer from accidertal delation

o Qe ]
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In the CitrixAppOrchestration OU, create a new
Active Directory group. Assign the name
AOAdmins.

Q Create i dans.bacal/CamsdppCrcheatranen

Growg nim:

In the CitrixAppOrchestration OU, create a new
user. Assign the logon name AQAdmin.

Click Next.

A [OMen |

Add a password for this user, and disable all
checkboxes on the New Object — User page.

Click Next. ; 5 Creste i dnaslocal CrmeippOrhnsiminn
Pusswon l-l anbaNE |
Condom papewond i'l T |

[ e must chisrge preswer sl red logen
[ Weer oot change password

[ Paseward never expire

[ Acosmare s skl

| cBase | Heds | [ Canesl |
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Confirm user information, and click Finish. ow Dbledt = Ui
Mew Object - User [E50 |

'& Cresle v danaloealCrectpplshasimiion

Wetwers you chick Firdeh, L Toliowing clect will be orealed.

Full naimss. AD Admin ~
User logen name: A0 Admin(licaas local

Next, add the new user to the group: Edit the .
properties for the new user (AOAdmin). Click 5 = |
. Seouty Erstrnnmari Sessicrn Remele cenirel
Member Of tab. Then, click Add. H'mi D Baniow P ..1.,.,_'3?.'.'!"". = "'"E':;! et
Gonoml | Addemen Frofln | Taleghonos | Crganization
Publiohir] Castillalini JI%L Pasawrd Raploatien | Dulin
Marbsor of;

Hima Aciiva thni [Domak Sevican Feldar

o Es

Prmary group: Dizmain Lsem

T Thaie is re reed la changs Pamary groue uless
| St Pamary Group | you ligve Mackaoih chavls o POSIX-complan
applicatinng.

T ™
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Enter the name of the group (aoadmins).

Click OK.

Selact tva k{net fypa:

|Eh|.rnl or Budln securly pricion’s

Fream thia lacalian;

|d.ubu|'

[Erer the chjnet namen 1o selael (sxampleak

Next, edit the properties for the
CitrixAppOrchestration OU. Select the Security
tab.

Click Add.

| Garwrs | Maraged o | Objet [ St 0w | embute oo |

Greup of Lanr namaI

B3, tenomicated Usem
i, 5vsTEM
B3, Camam Adming {DAASDsmain Admng)

=

Pasmiskor lor Evirerss

| Ful gomral

Ve
Creste all chid clyeeie
| Delete all chid chjeeis

For epacial permescra o advanced sstngs, click
Aedvanoed,

Enter the name of the new group (aoadmins).

Click OK.

Selat tha abjnel fypa!

|U|lrl.ﬂrn|.p|.uﬁ.|l.-h smcLty princiak
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Edit the permissions for the AOAdmins group, GimRAppOIchestration Properies B3|

and enable all Allow checkboxes.
| Gotrernt | Maraged by | Object | Secutly |C0M+ | Atnbute Edter

Greup of LR RAMmAI

H, Evaryore -
52,5 | '
2, frnomicated e
2, sysTEM
A3, Deman Adring (DAL Do =
Ackd | | ] |
Prmingkorn for AAdming Pl Lhry
Full paniral [z I ]
Fosaed # = -
Wit v Ll
Creats all chld elyscle |sf | |
Dalete all child chjacis [ | R P

For epecial permesera o advanced ssngs, click | dusncad
Advarized

Lo ol seosan coplicd and penismong

ok | [Tcned || meoy || e

Install AO Software

The Citrix App Orchestration Install Center is used to install App Orchestration software and prepare
machines for deployment.

Instructions Visual

Launch the Citrix App Orchestration Install
Center, and click on App Orchestration
Configuration Server.

Citrix App Orchestration Install Center

App Crchastratio
Configuration Sarvar

When prompted on the welcome page, click
Start. Then accept the end user license
agreement and click Install to begin the
installation. R,

Virtual Delivary Agent (VDA)

Agent
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Installation progress is displayed.
&4 Citrix App Orchestration 2.5 Setup X
Installing components
Argairing:
Citrix App Crehestratiza Windews Festure Installar
Apphengi
Cancel
The following status message indicates the
. . &4 Citrix App Orchestration 2.5 Setup X
installation was successful.
Installation was successful
vp The installatiar was carmplatod suceesshully.
[¥] Lunch Citre pa Orchistration Server Configuration an mxit
: Cloan

App Orchestration 2.5 High Availability Configuration

App Orchestration 2.5 provides failover capabilities from the application level. At the same time,
Microsoft’s SQL Server 2012/2014 Enterprise provides a new High Availability (HA) solution known
as “AlwaysOn”. With availability groups at the database level, SQL Server now allows you to create a
group of databases which failover together as a unit from one replica/instance to another.

To support AlwaysOn availability groups, no special configuration is needed for App Orchestration.
SQL Server provides the capability from a transaction level. This section will provide the step-by-step
guide in SQL Server to enable this feature within App Orchestration 2.5 databases.

Process Overview

Citrix recommends the following installation sequence and key configuration steps to deploy an App
Orchestration 2.5 farm that uses an AlwaysOn availability group

1. Select or create a Windows Server failover cluster.

2. Install SQL Server 2012 or 2014 on each cluster node.
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S bW

Create and configure an availability group.
Install and configure App Orchestration multi-datacenter.
Add the App Orchestration databases to availability group.

Test failover for availability group.

Before You Begin

A SQL Server AlwaysOn Availability Group is not just a combination of database mirroring and
database clustering. It is a completely new high availability and disaster recovery feature that co-exists
with existing high availability and disaster recover options such as mirroring and log shipping. Before
you begin deployment, review the following information about SQL Server AlwaysOn, the technologies
that support AlwaysOn, and App Orchestration:

Knowledge and skill requirements
AlwaysOn Availability Group concepts
Hardware and software requirements

Permissions

Knowledge and Skill Requirements

To implement SQL Server AlwaysOn Availability Groups as a high availability and disaster recovery
solution, several technologies interact and have to be installed and configured correctly. We recommend
that the team responsible for setting up an AlwaysOn environment for App Orchestration products has
a working knowledge of, and hands-on skills with the following technologies:

Windows Server Failover Clustering (WSFC) services
SQL Server 2012

App Orchestration multi-datacenter deployment

High Availability Concepts for App Orchestration at Various Levels

Multi-Controller for a delivery site — several controllers forms one delivery site, it can provide HA
capability for the connection request from end users

Multi-Sites for the subscription - by creating multiple delivery sites, the load can be distributed to
different sites internally while creating the subscription

Multi-Configuration Servers - you can configure multi-configuration servers to provide the high
availability of configuration server, each server can talk to AO Agent

Multi-Datacenter — To span different physical location, you can setup multiple datacenters in case
one of the datacenter fail

Multi-Databases — it leverage SQL servers HA capability where App Orchestration database
resides, in this document, we only discuss “AlwaysOn” availability group
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SQL Server AlwaysOn Availability Group concepts

A SQL Server Availability Group enables you to specify a set of databases that you want to fail over
together as a single entity. When an availability group fails over to a target instance or target server, all
the databases in the group fail over also. Because SQL Server 2012 can host multiple availability groups
on a single server, you can configure AlwaysOn to fail over to SQL Server instances on different servers.
This reduces the need to have idle high performance standby servers to handle the full load of the
primary server, which is one of the many benefits of using availability groups.

An availability group consists of the following components:

» Replicas, which are a discrete set of user databases called availability databases that fail over
together as a single unit. Every availability group supports one primary replica and up to four
secondary replicas.

» A specific instance of SQL Server to host each replica and to maintain a local copy of each database
that belongs to the availability group.

For the details about the benefit of AlwaysOn Availability Groups and overview of AlwaysOn
Availability Groups terminology, see AlwaysOn Availability Groups(SQL Server).

Windows Server Failover Clustering

To create and use SQL Server 2012 AlwaysOn Availability Groups, you have to install SQL Server 2012
on a Windows Server Failover Clustering (WSFC) cluster. For more information, see Windows Server
Failover Clustering (WSFC) with SQL Server.

Although configuring a WSFC cluster is out of the scope for this article, you should be aware of the
following requirements before you install and configure a cluster:

e All the cluster nodes must be in the same Active Directory Domain Services (AD DS) domain.

« Each availability replica in an availability group must reside on a different node of the same
Windows Server Failover Clustering (WSFC) cluster.

» The cluster creator must have the following accounts and permissions:
— Have a domain account in the domain where the cluster will exist.
— Have local administrator permissions on each cluster node.

— HaveCreate Computer objects and Read All Properties permissions in AD DS. For more
information, see Failover Cluster Step-by-Step Guide: Configuring Accounts in Active
Directory.

A very important aspect of configuring failover clustering and AlwaysOn is determining the quorum
votes that are needed for the cluster nodes.

Failover clustering is based on a voting algorithm where more than one half of the voters, or quorum,
must be online and able to communicate with each other. Because a given cluster has a specific number
of nodes and a specific quorum configuration, the cluster service is able to determine what constitutes a
quorum. The cluster service will stop on all the nodes if the number of voters drops below the required
majority.

For more information, seeWSFC Quorum Modes and Voting Configuration (SQL Server) and Configure
Cluster Quorum NodeWeight Settings.
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Configure an AlwaysOn Group for App Orchestration

You should have 2 SQL Server instances to form one group and one availability group listener should
be created for the database connection

Prepare the Windows Server Cluster environment

Obtain access to or create a three node Windows Server Failover Clustering (WSFC) cluster that you can
use to install SQL Server 2012 on each cluster node. The following reference material provides guidance
and detailed steps to configure a Windows Server failover cluster:

« Failover Clusters in Windows Server 2008 R2

This page provides links to Getting Started, Deployment, Operations, and Troubleshooting articles
for Windows Server 2008 R2.

¢ Failover Clustering Overview

This page provides links to Getting Started, Deployment, Operations, and Troubleshooting articles for
Windows Server 2012.

Prepare the SQL Server Environment

Before you can create an Availability Group for App Orchestration, you must prepare the SQL Server
2012 environment. To prepare the environment, complete the following tasks:

» Install the SQL Server prerequisites.
» Install SQL Server.
* Enable AlwaysOn.

Install SQL Server 2012

To install SQL Server 2012, complete the following steps:
1. Install SQL Server 2012 prerequisites on each cluster node.

For more information, see Prerequisites, Restrictions, and Recommendations for AlwaysOn
Availability Groups (SQL Server).

2. Install SQL Server on each cluster node.

Choose the 2nd option “New SQL Server failover cluster installation”, For more information, see
Installation for SQL Server 2012.

Enable AlwaysOn
~

Note  You must enable AlwaysOn for each database server in the cluster.
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To enable AlwaysOn, complete the following steps:

1. Your logon account must have the permission levels to create an availability group. The account
must have membership in the db_owner fixed database role and either CREATE AVAILABILITY
GROUP server permission, CONTROL AVAILABILITY GROUP permission, ALTER ANY
AVAILABILITY GROUP permission, or CONTROL SERVER permission, it recommended to
change the logon account to the same domain user account for each instance

2. Log on to the server that will host the primary replica and start SQL Server Configuration Manager.

3. In Object Explorer, select SQL Server Services, right-click SQL Server (<instance name>),
where <instance name> is the name of a local server instance for which you want to enable
AlwaysOn Availability Groups, and then click Properties.

4. Select the AlwaysOn High Availability tab.
5. Select the Enable AlwaysOn Availability Groups check box, and then click OK.

6. Although the change is saved you must manually restart the SQL Server service (MSSQLSERVER)
to commit the change. The manual restart enables you to choose a restart time that is best for your
business requirements.

7. Repeat the previous steps to enable AlwaysOn for SQL Server on the other cluster nodes.

For more information, see Enable and Disable AlwaysOn Availability Groups (SQL
Server) (http://go.microsoft.com/fwlink/p/?LinkId=267140).

Create and Configure the Availability Group
Use the following procedure to create an availability group on the primary replica, which is AO-SRV1
in our example.

If there is no user databases are on the instance of connected server, which is true in our case, since we
have not created App Orchestration database yet in this step, you need to create empty AO database
before creating the availability group

To create the empty AO databases, complete the following steps:

1. Make sure that your logon account has the correct permissions for this task. You require one of the
following permissions in the master database to create the new database:

— CREATE DATABASE

— CREATE ANY DATABASE

— ALTER ANY DATABASE
Log on to the server that will host the primary replica, which is AO-SRV1 in our example.
Start Management Studio.
In Object Explorer, right-click

Databases and then clickNew Database.

AN T o

In the New Database dialog box, type the Database name: which is "AppOrchestration" for this
example, Options->Collation, in the drop box, select “Latinl General 100 CI AS KS”,
Click OK.

7. Because the New Availability Group Wizard will not create an availability group unless the user
database was backed up, you have to back up the database and set the Recovery model to
“Full”,From Options->Recovery model.

8. In Object Explorer expand Databases and right-click the database that you just created.
Pick Tasks and then choose Back Up.
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9.

10.

In the Back Up Database dialog box, click OK to accept all the default settings and create the back
up.
Repeat above steps to create another database named “AppOrchestrationLogging”

Create the Availability Group

1.

10.
11.

12.

13.

Make sure that your logon account has the required permissions to create an availability group. This
requires membership in the db_owner fixed database role and either CREATE AVAILABILITY
GROUP server permission, CONTROL AVAILABILITY GROUP permission, ALTER ANY
AVAILABILITY GROUP permission, or CONTROL SERVER permission.

Log on to the server that will host the primary replica and start SQL Server Management Studio.

To start the New Availability Group Wizard, right-click AlwaysOn High Availability and then
click New Availability Group Wizard.

Click Next to advance to the Specify Name page. Enter AO-AG1 as the name of the new availability
group in the Availability group name: box.

This name must be a valid SQL Server identifier, unique on the Windows Server Failover Clustering
cluster and unique on the domain.

On the Select Databases page, all user databases that are eligible to become the primary database

for the new availability group are listed on the User databases on this instance of SQL Server grid.
Select the database which is “AppOrchestration” and “AppOrchestrationLogging”, and then click
Next.

On theSpecify Replicas page, use the following tabs to configure the replicas for
AO-AG1: Replicas,Endpoints, and Backup Preferences.

An availability group listener is a virtual network name that provides client connectivity to the
database a given availability group. Availability group listeners direct incoming connections to the
primary replica or to a read-only secondary replica. The listener provides fast application failover
after an availability group fails over. For more information, see Availability Group Listeners, Client
Connectivity, and Application Failover (SQL Server).

On the Listener tab, configure an availability group listener for our example, use the name
AOQListener, if your deployment span multi-subnet, you can add multiple IP address to the
AQListener’s DNS records to provide fast connection

Select the desired configuration for each instance in the Selected instances grid, and then click Next.
Click Finish to create the availability group.

The Select Initial Data Synchronization page lets you select a synchronization preference and
specify the shared network location that all replicas can access. For our environment accept the
default, Full, which performs full database and log backups. ClickNext.

The Validation page of the wizard displays the results of six checks before it lets you continue with
availability group creation. If all checks pass, click Next to continue. If any tests fail, you cannot
continue until you correct the error and then click Re-run Validation to run the validation tests again.
When all the tests pass, click Next to continue.

On theSummary page, verify the configuration of the replica that you are adding and then
click Finish to save it. To change the configuration, click Previous to return to previous wizard

pages.
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Install App Orchestration and Configure Multi-datacenter

We recommend to read the Getting Started Guide and deploy a Multi-Datacenter Environment in App
Orchestration 2.5, use the group listener DNS name as all database servers connection during the
configuration, in this case, it’s “AOListener” which is already created in the previous steps

1. After the installation of configuration server, run “Citrix App Orchestration Server
Configuration”->Create a new deployment in the Database name field, input “AppOrchestration”
which is the empty database created in the previous step ,in the Database server field, input
availability group listener DNS Name

2. Install and join the 2nd configuration server to the existing deployment right after the new
deployment, launch “Citrix App Orchestration Server Configuration”->Join an existing
deployment, input the first configuration server’s address and finish the wizard

Note  If you have already configured the Delivery Sites, Storefront server group in App Orchestration before
joining the 2nd configuration server, you should append the second configuration server address on each
App Orchestration Agent machines

1. Open Registry editor, modify “ConfigurationServiceAddress” under
“HKEY_ LOCAL_MACHINE\SOFTWARE\Citrix\CloudAppManagement\Agent”, append 2nd
configuration server information to it, like https://FQDN/cam/api

2. Restart the Agent services

Login Replication

App Orchestration logins are not replicated in the availability group, This occurs because login
information is stored in the master database, the workaround is to manually copy the App Orchestration
database’s logins from the primary replica to the secondary replicas

1. Login to primary SQL instance by Management Studio

2. Go to each App Orchestration databases->Security->Users, you will find the machine account
information like “domain name\host name$”, record all App Orchestration servers information

3. Execute the SQL query “CREATE LOGIN [domain name\host name$] FROM WINDOWS WITH
DEFAULT DATABASE = [master]” on each secondary SQL instance’s SQL query’s window,
replace “domain name\host name$” by the machine account information from previous step

4. Repeat these steps if you add any new database to the availability group later, keep the login account
synced manually

Use Failover Test to Validate the AlwaysOn Installation

After you synchronize the App Orchestration data with the secondary replicas, the final step is to test
failover.

You must run extensive failover tests to make sure that the behavior of the AlwaysOn environment is as
expected and that you completely understand the configuration requirements and procedures related to
SQL Server 2012 Availability Groups.
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Test availability group failover by using either the planned manual failover described in Perform a
Planned Manual Failover of an Availability Group (SQL Server) or the forced manual failover described
in Perform a Forced Manual Failover of an Availability Group (SQL Server).

You can perform either of the previous failovers by using the Failover Wizard in SQL Server
Management Studio, Transact-SQL, or Windows PowerShell in SQL Server 2012.

Then test the database connectivity and App Orchestration functionality, these tests include and are not
limited to the following:

e Verify that published App/Desktop from different datacenter are completely functional.

« Can login to configuration server web console, verify that App Orchestration data is preserved and
not corrupted.

Migrate Existing Database Deployment to AlwaysOn Availability Group

If you have already deployed the App Orchestration databases, connecting to the SQL instance directly
and want to add HA capability by enabling “AlwaysOn” availability group, you need to:

« Backup the databases (2 databases need to backed up, AppOrchestration and
AppOrchestrationLogging)

» Restore the databases to the primary replica
e Add the App Orchestration databases to the availability group

« Modify the databases connection string pointing the connection to group listener

Restore the Databases on the Primary Replica

After restore, you need create the login account manually on the primary replica and each secondary
replicas in the group, detail steps, refer to Login Replication section

To modify the databases connection string, complete the following steps:
1. On the configuration servers, open the registry editor, find the key “DatabaseConnectionString”

2. Under “HKEY LOCAL MACHINE\SOFTWARE\Citrix\CloudAppManagement\Configuration”,
replace current SQL server FQDN with group listener’s VNN, other connection string should be
modified also in the follows:

HKEY LOCAL MACHINE\SOFTWARE\Citrix\XDservices\ADIdentitySchema\DataStore\Conn
ections\ConnectionString

HKEY LOCAL MACHINE\SOFTWARE\Citrix\XDservices\ConfigLoggingSiteSchema\DataSto
re\Connections\ConnectionString

HKEY LOCAL_ MACHINE\SOFTWARE\Citrix\XDservices\ConfigurationSchema\DataStore\Co
nnections\ConnectionString

HKEY LOCAL_ MACHINE\SOFTWARE\Citrix\XDservices\DAS\DataStore\Connections\Conne
ctionString

HKEY LOCAL MACHINE\SOFTWARE\Citrix\XDservices\DesktopUpdateManagerSchema\Dat
aStore\Connections\ConnectionString

HKEY LOCAL MACHINE\SOFTWARE\Citrix\XDservices\HostingUnitServiceSchema\DataSto
re\Connections\ConnectionString

HKEY LOCAL MACHINE\SOFTWARE\Citrix\XDservices\TrustServiceSchema\DataStore\Con
nections\ConnectionString
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Databases I

CPSM High Availability Configuration

Databases

Prerequisite

Installation

CloudPortal Services Manager consists of multiple components:
Core Components:
« Databases
* Provisioning Engine
* Directory Web Service
e Web Portal & API
* Reporting
Optional Components:
« Service-specific web services or tools (e.g. XenDesktop Web Service)

This document provides a basic guidance for deploying these components to support highly availability
based on Windows Server 2012, 2012R2, and SQL Server 2012.

CloudPortal Services Manager uses DNS Alias (CNAME) that points to the SQL server instance name
in connection strings, this simplifies the potential future database move from one SQL server
cluster/group to another.

SQL Server 2012 AlwaysOn Database Availability Group is configured correctly and operational
following the Microsoft guidance.

For CPSM to support the SQL server AlwaysOn in a single subnet, first make the CORTEXSQL DNS
alias point to the Listener name as part of the preparation for the initial deployment.

Follow the normal process to start the CloudPortal Services Manager system database installation:
http://support.citrix.com/proddocs/topic/ccps-115/ccps-install-database-create.html. If the listener
configured for the AlwaysOn Availability group is on a port other than 1433, the correct port number
must be specified during the installation step of “Create System Databases”:
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CiTIl!X CloudPortal Services Manager

Create Primary Databases

Each CloudPortal Services Manager instance requires SQL databases to store system configuration. Enter information about the
S0L Server to use (requires SQL Server 2008 R2 or higher).

Server address: CORTEXSQL

Server port: 32244 v Use specific port
Authentication mode: |Integrated j
Connect as:

When the installer completes “Create System Databases”, verify that the two CPSM system databases
OLM and OLMReports are restored on the primary replica.

Supporting multi-subnet failover (MultiSubnetFailover=True) requires the format of all CPSM
connection strings to be re-evaluated and tested.

Adding CPSM Databases to the Availability Group
To add the CPSM databases OLM, OLMReports, and OLMReporting (Reporting database) to the
database availability group, complete the following steps:
1. Logon to the SQL server that hosts the primary replica and start SQL Server Management Studio.

2. For each of the 3 databases, change the recovery model from “Simple” to “Full”, and do a full
backup.

|3 Database Properties - OLM - | o [

Selectapage ( - .
Script - Hel
A General ‘;S iz Lj :
2 Files
_‘*-" Filegroups Collation: |SOL_Latin'I_GenemI_CP'I_CI_AS v
1 Options : 7
f Change Tracking Recovery model: Simple v
2% Pemissions Compatibility level:
A Extended Properties .
1% Mimaring Other options: Simple

2 Transaction Log Shipping

3. In Object Explorer, browse and expand the Availability Groups.
4. Right-click the relevant group, and then click Add Database.

5. On the Select Databases page, all databases that are eligible to become the primary database for the
new availability group are listed in the table. The CPSM databases should be shown as “Meets
requirements”. Use the checkboxes to select the 3 CPSM databases and click Next. Alternatively
these databases can be selected and added individually.

6. On Select Initial Data Synchronization page, accept the default Full option, and Next.

r Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure



Provisioning Engine ||

7. If the Validation page displays the results of six checks as successful, click “Next” to continue. If
any test fails, action must be taken to correct the error items and re-run the validation.

8. On the Summary page, verify the configuration of the replica, and then click Finish.

Login Replication

CloudPortal Services Manager SQL logins are not automatically replicated in the availability group so
that need to be manually created on the secondary replicas.

From Management Studio, connect to the secondary replicas, replace the placeholders {...} with the
actual account password in the below SQL statement and run:

USE Master

EXEC sp_addlogin 'CortexProp', '{CortexPropPassword}'

EXEC sp_addlogin 'OLMUser', '{OLMUserPassword}'

EXEC sp_addlogin 'OLMReportsUser', '{OLMReportsUserPassword}'
EXEC sp_addlogin 'OLMReportingUser', '{OLMReportingUserPassword}'
Go

Provisioning Engine

Prerequisites

Installation

CloudPortal Services Manager provisioning engine is dependent on Microsoft Message Queuing, for
high availability requirement, MSMQ needs to be clustered, and so as the CPSM provisioning engine.

The provisioning server cluster (Windows Server 2012 Failover Cluster) is created, and in addition, all
servers must be able to see a shared storage device (i.e. a SAN drive) and be able to take ownership of
it. Shared storage is not a requirement for Windows Server 2012 clusters but is a requirement for some
Microsoft services, in this case Microsoft Message Queuing.

Install and configure CPSM Provisioning role on each of the cluster nodes using the CPSM v11.x
installer: http://support.citrix.com/proddocs/topic/ccps-115/ccps-install-config-roles-gui.html. If you
configure the Provisioning role on the secondary nodes with the same service accounts, make sure the
password matches the ones specified for the same accounts when configuring on the primary node.

To configure the cluster, complete the following steps:

1. On the cluster node, open Failover Cluster Manager.

2. Expand Cluster and right click on Roles and select Configure Roles.
3. Click Next and select Message Queuing and click on Next.
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Select Role

Client Access Point
Select Storage
Confirmation

Configure High
HLovailability

Summary

Select the role that you want to configure for high availability:

¥ Generic Service |~

2 Hyper-V Replica Broker
£>iSCS Target Server

> ISNS Server

=4 Message Queuing
%O’[ha’ Server

2 Vitual Machine
S WINS Server

More about roles that you can configure for high availability

Description:

Message Queuing enables distibuted
applications running at different times to
communicate across heterogeneous
networks and with computers that may
be offline.

| <Previous ||

Net> || Cancel

4. Enter the name that the clients will use to access this cluster role. Click Next.

5. Select the shared disk drive name to assign to the cluster role, and Next.
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7 High Availability Wizard [ %]
#Ff“’«l Select Storage
Ry -
Before You Begin Select the storage volume that you want to assian to this clustered role.
You can assign additional storage to this clustered role after you complete this wizard.
Select Role
Cliert Access Point
: i Name Status
Select Storage =l &5 Cluster Disk 1 (%) Orline
Confimation Wolume: (G) File System: NTFS 5 GE free of 5 GB
Cofiais Higi O ® & Cluster Disk 2 () Orline
Availability
Summary

| < Previous || Neat = | | Cancel |

6. Click Finish when “High availability was successfully configured for the role” message and
summary are displayed.

7. Right-click on the newly added role above, and select Add Resource > Generic Service.
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Roles (1)
MName Status Type Crwner Node Priority
& CPSMCIUMSMQ (8 D Mereans Cuieving CPSMD4 Medium
iw | Start Role
% | Stop Role
2 Manage Message Queuing...
|B] | Add File Share
........................... Eg Move 4
<] |
@ Change Startup Pricrity »
¥ % CPSMClul @ Information Details Prefemed C
4] | Show Critical Events
Name = Status Information
Roles % | Add Storage
; |@ Add Resource » Client Access Point
&), Citrix Queus : S
a Moo Actiws " Generic Application
= Generic Scnpt
4 Cluster Disk 1 % | Remove : P
Generic Service I
Server Name i
B B Maore Resources i »

8. Seclect “Citrix Queue Monitor Service” from the list, click Next, follow the wizard and finish.

9. Right-click the new resource “Citrix Queue Monitor Service”, and select Properties. On
Dependencies tab, add MSMQ-{your new cluster role} as the dependency, and click Apply.

Citrix Queue Monitor Service Properties -

Advanced Policies I Fegistry Replication
General | Dependencies | Policies

Specify the resources that must be brought online before this resource can
be brought anline:

AMD/OR  Resource
b MSMG-CPSMCIuMSMG K
* | Click kb t Cluster Disk 1 L“E
I 2 CPSMCIUMS MG

IP Address 10.71.0.84

MSMQ-CPSMCIuMSMG

10. Select General tab, check “Use Network Name for computer name”, and OK. This step must be
performed after step 9, otherwise an error would occur.
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Citrix Queue Monitor Service Properties -

| Advanced Policies I Registry Replication
General | Dependencies | Policies
x Mame: |,llitmr. Queue Monitor Service
o Type: Generc Service
Status: Onling

Service name: |C0rtexOueue Monitor |
Startup parameters: | |
Use Metwork Name for computer name

11. On each server node, stop “Citrix Queue Monitor Service”, and open Registry.

12. Navigate to
HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\CortexQueueMonitor, replace
the value off the key “DependOnService” with MSMQSMSMQ-{YourClusterRoleName}.

b CompaositeBus A || Mame Type Data
. COMSyshpp ab] (Default) REG_SZ {value not set)
. condry ?_bllDependOnService REG_MULTI_SZ MSMOSMSMC-CPSMCIuMSMO
. CortexQueueMonitor aliic el Dect -es provisioning requests for Citrix CloudPo...
J crypt32 Edit Multi-String ueue Monitor Service
b lu Cryptsve UTERMAME=CPSMCLUMSMO _CLUSTER_N...
b L CsvFlt Walue name: 001 (1)
o Covfs |Depend0nSer\rlce | gram Files (xB6)" Citrix\ Cortext\Provisioning ..
by CsvNSFit Value data: ortex_gmon_svc
- . cswwbus i o -
- = MSMQSMSMO-CPSMCuMSMG] A 003 (3)
[ DClocator
I-- .. Dcomlaunch 010 (16)

13. From Failover Cluster Manager, Bring Online “Citrix Queue Monitor Service”.

14. Logon to CloudPortal Services Manager portal as a Service Provider Administrator, go to
Configuration > System Manager > Locations, and expand the relevant location.

15. Change the server name or IP address of the following queue paths to the Message Queuing cluster
role name or IP (not the Windows server cluster name), and Save.

e Primary Queue Path
¢ Bulk Queue Path
e Usage Data Queue Path
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DAAS.LOCAL v v
Location Service Management )
Configure the core settings for the environment.

Mame DAAS LOCAL
Description Location configured for
DAAS . LOCAL
Primary Queue Path |:DIRECT=http:a' CPSMCIuMSMQykl LiliEd |
The primary message queue path that will be used by the provisioning engine.
Bulk Queue Path |FurmatName:DIRECT=HTTP:HCPSMCIUM|
The bulk provisioning queue is where slower requests will be sent for processing.
Usage Data Queue Path |FurmatNamE:DIRECT=HTTF‘:HCPSMCIUM| The usage data queue is where
usage data collection requests will be sent for processing.

16. To view the message queue status, requests, and journals for monitoring and troubleshooting
purposes, you can no longer use the local Message Queueing on each of the nodes, instead, from

Failover Cluster Manager, select Message Queuing cluster role, and open Manage Message
Queuing...

Search
Mame Status Type Chwner Mode
& CPSMCIuMS MG (#) Runining Message Queuing CPSMD4
L3 | Stop Role
- Manage Messagg Queuing..
G | Add File Share

Directory Web Service

The directory web service is typically located on the same server as the Provisioning Engine and listens
on port 8095. When the CPSM provisioning server is clustered, the Directory Web Service is also
installed on all cluster nodes (refer to Provisioning Engine section).

To configure CPSM to achieve Directory Web Service high availability, complete the following steps.
1. Logon to CPSM portal as a service provider administrator.

2. Navigate to Configuration > System Manager > Servers. Click “Refresh Server List”, the
provisioning server cluster name should appear in servers list.
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3. If you are configuring for a remote location domain and the DNS of the server names may not be

resolvable in the primary location domain, expand the server cluster, and enter IP address in Alias
field, and Save.

3 FIMCPSMCLU ¥ Windows Server 2012 R2 Datacenter

Server Setup

)

Sarver

17}

[FI1CPSMCLU |

|1t}.?6_0_83 |

|Winduws Server 2012 R2 Datacenter |

4. Click Server Roles link on the left or got to Configuration > System Manager > Server Roles, expand
the provisioning cluster, tick Directory under Server Connection Components and Save.

5. Click Server Connections link or go to Configuration > System Manager > Server Connections,

expand the existing entry for the Directory role, select the provisioning cluster name from the Server
dropdown list, and click Save.

6. Test the connection via the icon on the right. It should go green if valid and there no firewall
blocking issues.

Directory Web Service can also be load balanced, in this case the configuration should use the load
balanced VIP address instead of the cluster name/address.

Web Portal and API

The web portal (interface) and API are under the same standard .NET framework 4.0 website in 1IS
which listens on ports 80 and/or 443. To enable high availability, it is recommended to run two (or more)
nodes in a standard load-balancing setup. Sticky sessions are required.

To install the web portal, complete the following steps:

1. Install and configure Web server role on all load balanced servers:
http://support.citrix.com/proddocs/topic/ccps-115/ccps-install-config-roles-gui.html. If you are
adding additional web servers to an existing deployment with functional services, it is recommended

to skip the Service Package Import (deselect the services and properties) or select Ignore to the
properties of all enabled services.

2. The following items of CPSM web on the first/primary web server must be replicated to all load
balanced web servers. It is recommended to replicate all the files in CortexDotNet and Cortex API

sub sites (except the web.config files specific to the local sites) from the first/primary web server to
all the rest of the web servers.

» Images for branding

» Stylesheets for branding

¢ Any custom downloads

e Any custom DLLs or pages

*  Web.config configuration changes
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Reporting

IS Security and authentication changes

For AD Sync to use the same key for API on all web servers, the key must be exported from the first
web server and imported to the rest of the web servers:

Logon to the first/primary web server, open Command Prompt or Windows PowerShell (if UAC is
on, use “Run as Administrator”), navigate to the directory:
C:\Windows\Microsoft. NET\Framework\v4.0.30319>

Run the following command (the export location can be anywhere, in this case we used C:\temp)
aspnet_regiis -px "CortexAPI" "C:\temp\cortexapi.xml" —pri

Copy the exported XML file to each of the load balanced web server.

On the secondary load balanced web server open Command Prompt or Windows PowerShell (if
UAC is on, use “Run as Administrator”), and navigate to the same directory:
C:\Windows\Microsoft. NET\Framework\v4.0.30319>

Run the following command to import the key: aspnet_regiis -pi "CortexAPI"
"C:\temp\cortexapi.xml"

Add the same URL (internal and/or external) host headers to Cortex Management site on all web
servers in IIS Manager.

Update the DNS for all the above host headers to point to the load balanced VIP address.

Recycle CortexMgmt application pool via IIS Manager on all web servers.

The high availability of CloudPortal Services Manager Reporting role is dependent on the SQL
Reporting Services HA configurations. The MS SQL Reporting Services achieves HA via a scale-out
deployment so that they share the same report server database:
https://msdn.microsoft.com/en-us/library/bb522745.aspx.

The data source DB (OLMReporting) of CPSM Reports can be added to AlwaysOn availability group
(refer to Adding CPSM Databases to the Availability Group section), in this case when installing
Reporting role via CPSM v11.x installer, the listener name and port should be specified for the Reporting
SQL server.

Other Web Services

Similar to the Directory Web Service, other service integration related CPSM web services like
Exchange, Lync, XenDesktop, XenApp, and IIS web services, etc. can be deployed to multiple servers
for high availability:

1.

3.

Install and configure the web service on all HA servers using the installer:
http://support.citrix.com/proddocs/topic/ccps-115/ccps-services-deploy.html.

Logon to CPSM portal as a service provider administrator to update the web service call
configurations.

Navigate to Configuration > System Manager > Servers. Click “Refresh Server List”, if the cluster
or VIP name does not exist on the list, click Add a Server link, enter the VIP name and click Add
Server.
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If you are configuring for a remote location domain and the DNS of the server names may not be
resolvable in the primary location domain, expand the “server” name you have just added, enter the
IP address in Alias field, and Save.

Click Server Roles link on the left or got to Configuration > System Manager > Server Roles, expand
newly created VIP Server placeholder, tick the appropriate role under Server Connection
Components and click Save.

Click Server Connections link or go to Configuration > System Manager > Server Connections,
expand the existing entry for the web server or connection role to be updated, select the newly
created VIP Server name from the Server dropdown list, and click Save.

Test the connection via the icon on the right. It should go green if valid and there no firewall
blocking issues.

Initial Configuration of App Orchestration and CloudPortal Services

Manager

This section describes initial software configuration procedures for the Citrix App Orchestration and
CloudPortal Services Manager software, including:

Running the PowerShell script to configure App Orchestration Group Policy and define policy
settings

Configuring SSL on the App Orchestration configuration server and creating a new App
Orchestration deployment

Configuring prerequisites for CloudPortal Services Manager, setting up server roles, and defining
the primary location

Using the checklists in the documentation is recommended to avoid installation and configuration errors
when performing these procedures.

Setting Up the App Orchestration Configuration Server

This section illustrates configuration steps that are required to set up the App Orchestration
configuration server. It shows steps to prepare for setting up the configuration server (including how to
create a Group Policy Object (GPO), configure the required policy settings, and install the SSL
certificate). The procedure shows how to define settings and a delivery site for a new App Orchestration
deployment. Generally these steps are performed by a top-level CSP administrator to initially set up and
configure the environment.
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Instructions Visual
RDC to the App Orchestration server and launch | faYeJe

Citrix App Orchestration Infrastructure
Tools from the Apps menu. fl--

Run the Citrix-provided PowerShell script
New-CamGPO.psl. T Citrix App Orchestration Infrastructure Tools [=]e] x|
CtXCk)udAppManagement ® obtain belp for all cndlete, uze Get-CanCommand | Get-Nalp -Iull

T CivProgran PilessCitrdxsClovdippHanagementsInl rastracturnTanlad dir

Plroctory: CisProgran FllossClepiesGlondfpplanagomontsinfeaatranturaTaon ln

Lagilrite] ine Lunyih Hane

‘rogran Fil ST . aptructureTaole? |, SHew CanGio,

ia i Tanln b

After you create this policy, run gpupdate to T Gitrix App Orchestration Inirastructure Tools (==l
link the GPO to the following objects:

App Orchestration root OU in the shared
resource domain.

App Orchestration root OU in each
additional private tenant resource
domain that you create.
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At the end of the App Orchestration Setup
procedure, enabling the checkbox "Launch
Server Config on exit” causes the Citrix App
Orchestration Server Configuration tool to start
automatically.

= Citng App Orchestration Seover Configuration -

Initializing envirenment

M Plogss wait while lhe anvirenment is initialized

Thlg sy Lkt & T mamants,

[ Cancel _

Click Create a new deployment.

&4 Citrix App Orchestration Server Configuration

Choose an action to perform

» Create a new deployment
Selact this aptlan if this is the first server i year Citrie App Qrehesteation deplaymant

» Join an existing deployment
Selnct thig eption f you want o |ain this sarver te an exiiting Citrlx pp Orchestration deplaymant

i Cancal

Enter the information for the new App
Orchestration deployment, including the
database name, the database server, and the
administrative group for the DaaS Shared
Infrastructure (e.g., DaaS\AOAdmins).

Click Yes when prompted: "The specified
database does not exist. Do you want to create
it?"

n Citrix App Orchestration Server Configuration

New deployment information

Ciatabase narme AppOrchestration
Duatabase snrver: S0LHA

administratars group:  DaaS\AQAdm n

Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure g



I Other Web Services

The SSL information screen advises that App
Orchestration requires an SSL certificate to
secure machine-to-machine communications. (It
is assumed that an SSL certificate is established
and available to meet this prerequisite.)

Click Browse certificates installed on the local
machine.

ﬁ Citrix App Orchestration Server Configuration

S5L infarmation

@ Citrix App Crehestration requires an 55L carbdicate ko enable 1ecure communication betwesn machines. The
S50 emrtificate musl conlam a private bey ard musl be conligued far Serer Authertication.

I Brawes cartillcates installed an tha [os n'.:|.-'|||\.rI

|¢I.uk Nm>|--'-r|&ﬂ<¢l_

Select a certificate and click OK.

Windews Seeurity -

Citrix App Orchestration Server Canliguration
Select n eertficate that will he iged te secure Cliri App Orehestratian
netwark cammunleation

* daazlocal
Issuen dans- DAAS-DEMN-CA

Valid From; B/17/2014 1o 1/18/2018

Click hars ¢ iticat

opeiss

After you select the certificate, the configuration
wizard is ready to bind it during the installation.

Click Next.

u Citrix App Orchestration Server Configuration

S5L information

B Citriy App Qrehesteatian requires an 551 ceriificate ta enable secure cammunication betwaen machines, The
554 eertificate must cantain o private key and must be carfigureed far Serar dushentieatian

Friendly name: *ennslaeal
Ispund toe “dlaa lacel
lamind by clane- DAAS-DCOR-CA

Expiralian dats: BAG2070 13T2T M

Browee cortdicates installod an the Incal mathine
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Click Configure.

u Citrix App Orchestration Server Configuration

Ready to configure

detion:

Databage name
Databare derver
Adminletrataes graup:

S5L eorldicatn plore name:

S5L enrifieate thumbprint

Cresle daplayment
AppQrchestratian
S0LHA
DaasA0Adming
h,‘y

THAECDEADS4ARS] SFB4EN63 58481 ROT0CARECRD

= Back

[

A progress screen shows the steps for App
Orchestration Server Configuration as each one
completes.

u Citrix App Orchestration Server Configuration

Updating server configuration

Craating thared sita,.

Registasing ASPNET,
S1apping serdees..
Creating services.,
Starting services.

TLLALALAL

|r||l|l||'dr|F arsanmant

Creating deplayment.,
Creating database schoma.,

Campleted
Camplated
Cemplated
Campleted
Campleted
Camplated
Camplated

ALiraird..

The “Configuration was successful” screen
appears when the Server Configuration process
is complete.

Click Close.

n Citrix App Orchestration Server Configuration

Configuration was successful

g The serer canfigueation was comphered tuccessfully,

[ Launeh Citrts App Crchestration Web Corsale an st

B If ysu use Imermet Coplarer, you Mt ansure that Internet Explaner Erhanced Secunty Canfiguration i

duaabled. You may aleo have (o dissble Intemat Explorer Prolecied Made or add tha machee to ihe list of

brugtad gile

Wimw tha configuration log

Closn

Defining Settings for the App Orchestration Deployment

This procedure shows how to define settings and a delivery site for a new App Orchestration

deployment. As shown below, App Orchestration uses a phased deployment. This section focuses on the

“Define” phase.

Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure g



I Other Web Services

Review the following assumptions:

» Make sure each machine configured and deployed by App Orchestration has all of the minimum

system requirements installed, including the Microsoft .NET Framework.

» Each machine under App Orchestration control requires PowerShell remoting.

o If there are multiple datacenters, make sure the App Orchestration configuration server can ping IP

addresses in each datacenter.

Instructions

Visual

Launch App Orchestration web console on the
App Orchestration server (AOO1). Login as the
administrator AOAdmin.

Llser name

. App Orchestration

Enter the App Orchestration Root OU and the
user name (AOAdmin) and password for the
App Orchestration administrator.

Click Next.

23 App Orchestration

Global Settings. Demain Settings.

Domain Settings Shared resource domain
RentoU TR I
©rchestration service gioup: DaaSAOAdmIns

Default user domain

¥] Use same 03 shared resource domain

Enter the datacenter name (CiscoCVD) and the
license server address.

Click Next.

I3 App Orchestration

Global Settings Datacenter Settings
Domain Settings
Dalacenter name:
Datacenter Settings
include descriplion
Datacenter short name: o Edit
License server address ciicot dansocal X

License server port Edi
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Enter the external DNS suffix (in this case, Ry~
go.ciscocvd.com).

Global Settings DNS Settings

Dermain Sekings External DNS suffix

Datacenter Sellngs

oL Exfernal DNS suffix goiscarvd.con| % ‘
On the Advanced Settings screen, change the 1 App Orchesaton

shared controller management network and
shared Delivery Group management network to

Giobal Settings Basic Seftings  show Details

Infrastructure. .

omain Settings

Advanced Seltings
Datacenler Setlings

Set the NetScaler Gateway address to o senns

Advanced Seftings

1 Enable network Isolation

http://go.ciscocvd.com Srots et melagarin e | e |
Shared Delivery Group management Infrastructure |
HETWOTK.

7 Enable NetScaler Gateway

Note: the external NetScaler Gateway address :
can be changed later. ‘

NetScaler Gateway address: [ —— x|

Configuration progress is visible in the App o —

Orchestration Getting Started screen. As shown, uwe Do Doer Wk
the Define phase is complete and tasks in the
Design phase (which is the focus of this section)
still must be completed.

]

Getting Started in App Orchestration

Balowaro yaullnas

Define

Wilnin the Define section of App Orchestration, you can ereate dataceniers , impor compute resources, point to domains and configure instances

Oatacenter Bl + | compute Resource +
Domam Bl + | instance Configurations +
Design
Witnin the: Design section of App Qrehesiralion, you can creale Se33100 machine calaiogs, se N machines. offenngs, dedivery sites and StorefFront sites
Session Machine Calalog a + Sesuion Machines a +
+ | Delvery Site |+
StoreFront o+
Deliver
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On the Delivery Controller (DCO1), run the App
Orchestration Install Center.

Select the option to install the XenApp and
XenDesktop 7.5 Delivery Controller and App
Orchestration Agent.

When prompted, click Yes to continue.

Repeat the same process above to install on the
second Delivery Controller (DC02).

T Citrix App Orc

o XenApp and XenDesktop 7.5 Delivery Contraller (and App
Orchestration Agent)

Jactac! it execules & PowarShall script, Are you sure you want 1o

Yas

Setting Up the CloudPortal Services Manager Primary Location

Using the CloudPortal Services Manager console, server roles (provisioning, web, etc.) must be set up.

Then, the primary CloudPortal Services Manager location is defined

Instructions Visual

On the CPSM provisioning server (CPSMO02),
run setup.exe to launch the CloudPortal Services
Manager console.

®

ciTRIX
dPartal vices Manage |

Deliver the cloud,
|

et started >
Select Install CloudPortal Services Manager. -
'CITR!X CloudPortal Services Manager
Select Deployment Task
Install CloudPortal Services Manage
e
Upgrade Existing Depl it el
I F;“.iul " l| il h | --.-.:.:-;l- .f.“ -uxf.lr.l:-.r.‘u Survices Manager m
Add Services & Locatlons [ Solect |
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Select Check Environment Prerequisites.

CITRIX CloudPortal Services Manager

Check Environment Pren

oy Server Roles & Primary Location

Review Documentation

The prerequisites have been completed, so the
environment is prepared. Click Exit.

'CI'I‘R!X. CloudPortal Services Manager

Prepare Environment

Extend Active Dire

" Camplat
CleudPartal Serdces M attributes creat & t
Crcate DNS Aliases ' Car
antrol paned depdayment can span multiple domains. Creating key NS alinses will ensure mars

Select Deploy Server Roles & Primary Location

'CI'I‘R!X. CloudPortal Services Manager

Install CloudPortal Services Manager

p

Chigck Envirod

Deploy Server Roles & Primary Location
Irstall a

Review Documentation

fiet the latest indarmatian and quidance fram Citrs eDioes

TToack | Mo
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Click Create System Databases. This brings up
Install Configuration Tool. When prompted,
click Install to continue.

Accept the License Agreement, and click Next
to continue.

CITR!X CloudPortal Services Manager

Deploy Server Roles & Primary Location

Create System Databases s
Crente the SCOL databazes required by CloudFartal Services Manager m
Install Server Roles -
rstall prevaquisiies and sever soles of Goudiorial Services Minager [ -
Configure Primary Location e
Frawision Wi grimary locsban Tl customar, and first sdminsbslve user R

Click Install to confirm installation and
continue.

C]TR!X CloudPortal Services Manager

Ready to install

Holis B Servives

The installation completes.

Click Finish to continue.

C]TR!X CloudPortal Services Manager

Deployment Complete

Satup has complatad successfully.
Preveguibites
v Installad
W Installed

Roles & Sorvices
' Installad

STEP 1 0
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Create a deployment configuration file. This is
an XML file that will be accessed from each
machine that is configured.

Click Next.

ch‘ngx CloudPortal Services Manager

Create Deployment Configuration File

anfigured.

Enter the information for the primary database.
Click Test Connection to confirm that the
database can be accessed.

Click Next.

Conflguration Fller 10700, BT ERE MY 10 EREMER g am! | Hrowse |
ster ) < Ba NextsT Foancer
*
C]TR!X CloudPortal Services Manager
Create Primary Databases
Each CloudPartal Ser te2 stem systarn canliguration, Enter infa rmaticn abaus the
5L Swrvar bo un (regui
Server address: CORTEXSAL
Sarver part: Lise speelile port
futhentication made: | Inteqrated |=]
Conwel st
ster 1D f !'Eﬁ' Next > | Mi

Configure database logins. Click Next.

C]TR!X CloudPortal Services Manager

Canfigure Database Logins

ane required 1 anslre cos

| o
Genarate eradentinle

Corlebrop

srasnsnee
OLM: LT
OLMREESIE  wonsnsnnnse
ser 1 2@

sss-domain access ta C

wdPartal Services Manager configuratior

e W e
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Review the summary and Click Commit to
configure the CloudPortal Services Manager
database.

CITR!X CloudPortal Services Manager

Summary

he settings balow and click "Next' to continue

Prienany Databases

STEP 1 [4]

The configuration is complete.

Click Finish to continue.

C]TR!X CloudPortal Services Manager

Configuration Complete!
riligunation campleted succasstully, Plaase retum te Autarin for any remaining tasks

o Tt SOL Server Conmmction

Create System Databases

Create SOL Logins

Linalde SOL Server Agent

Apply Database Update

e
Canfigured

€ %K

Canfigured

STEP 1 (5]

Click on Install Server Roles. When prompted,
read and accept the License Agreement.

Click Next to continue.

C]TR!X CloudPortal Services Manager

Deploy Server Roles & Primary Location

Create System Databases e
raita tha SOL databases required by CleuelPartsl Senvicas Managar [SSSEREIS
Install Server Roles T
Irsstill prerecguisities amdl e ol of CaudPorisl Services Winage
—
Configure Primary Location Salact
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Select Provisioning and Directory Web

Service as the components to install. -

. . CITR!X CloudPortal Services Manager
Click Next to continue.
Select Server Roles

Select CloudPartal Servdces Manager camponents 16 instal

¥ Proviiening

¥ Directory Web Service

elommerce SUK
Wih

Reporting
Repert Maller

Confiauration Tool ;

s 1 © T8k | "Nexts | MCancel |

Review prerequisites. -

. . CITRIX CloudPortal Services Manager
Click Next to continue. :
Review prerequisites

Thie Talkowing itams ane requiramants of the companents salected aarler

Mieroendt 15 T Applieation Development Features
Mierosatt 115 7 Windaws Authentication
Mlerosoft 115 7 Managesent Tools

MicrusalL 115 8 Applicatiun Development Features

STEP 1 [4] %mm

Review the selections and click Install. =
C]TR!X CloudPortal Services Manager

Ready to install

Raview the selections bolow and oick 'Install” 1o continue,

Preveguisites

St vt volles

STEP 1 (s ] mmw
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The CloudPortal Services Manager set up
process is complete.

Click Finish.

CITR!x CloudPortal Services Manager

Deployment Complete

s

W Il
v Installed
v Iratalled
W Iratalled
Server roles

o Iratallee
v Iratalled

STEP 1 [¢]

Next, select Configure Server Roles.

C]TR!X CloudPortal Services Manager

Deploy Server Roles & Primary Location

Create System Database

Crente the SCL databases requ CleueFartal Services Mamager m
i e R o Y EM S A R
A o S v Bt e s i
Srab s e o b e ——

Specify the XML deployment configuration file
created previously.

Click Next to continue.

CITR!X CloudPortal Services Manager

Load Deployment Configuration File

Conflguration Flle I 10700 1FENACPE MY | 0L INCPEMCaREgAmI

ster )

|| orovse |

L=

e eer
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Select configuration tasks for Provisioning and
Directory Web Service.

Follow the prompts to configure the Mail Server,
the Directory Web Service, the Queue Monitor,
and Directory Monitor service.

Click Next to continue.

CITR!X CloudPortal Services Manager

Select Configuration Task

V¥ Direstory Web Service

V' Proviiening

ser 1 © PEacc "Rews™ Moancer

Review the summary and click Commit.

C]TR!X CloudPortal Services Manager

Summary

h settings below and click "Next' te continu
Direetory Web Service
Pl Snrver

Frovisuming

STEP 1 Q: mmm

The task configuration is complete.

C]TR!X CloudPortal Services Manager

Configuration Complete!

rifiguration campleted s asks

W Lreate bite Lorexserviees 2
+" Configure 15 Application Wiredary’

w  Girant Mravy Users Logen Permisson

' Create System Olls & Groups Canflgured

w" Configure Cueus Manitor Acceunt Canfigured

' Canfigure Meseage Ousics Canfigired [}
W Stant Cueue Monltar Sercn Conflgured

W Configure Direetory Manitaring Aceeint Canfigured

W Create Scheduled Tasks Conflgured

STEP 1 0
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Repeat the Install Server Roles setup on the

x
CloudPortal Services Manager web server (this CITRIX CloudPortal Services Manager
time, the database is already created, so that step e PR L
won’t be necessary). T —
reate System Databases .
. . '-:II—'I'-}:I _.P-I.-‘..i Jan -‘ o |:||-.I by CleudFartal Services Manager m
Specify the same deployment configuration file
that was created earlier. e (select |
e
B e -
MR Mar
Select Configuration Tool and Web as the - x
Configuration Tasks to be performed on this | SITRIX’ CloudPortal Services Manager
server.
Click Next to continue.
Provisioning

Directory Web Service

eCommerce SDK

FReport Mailer

" Configuration Tool

Click Configure Server Roles on the second
CPSM server. CITR!X. CloudPortal Services Manager

Deploy Server Roles & Primary Location

i ety P S [ Select |
R 0 B et [ Select ]
Lkt i (S|
e [ Select |
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Specify the deployment configuration file
created previously.

Preview the Service Package Import page and
click Next to continue.

ch‘ngx CloudPortal Services Manager

Preview Service Package Import

4 ADSynE
4 Service &
W Sehema
' Fropaibes
4 ¥ Rolm
(0 AD Syne Admanietrator IMalching role found)
) Ovensrite
Ignere
(1 Wet Knewn Rales [Dafiniisn foumd]

"

step 1 2 @)

Follow the prompts to configure the Web Server.

Click Next to continue.

CITRIX CloudPorta

External address  cortenwes
Bindling IP:
Lse SS1:

S50 eortifieate:

Fry

When the configuration is complete, click
Finish.

Restart the Queue Monitor Service on the CPSM
provisioning server.

'CTTR!K CloudPortal Services Manager

Configuration Complete!

Conflgure File Permbssloms for '#CorbenDoiNet’ Configumsd

Update Application Settings far SCortexlatNet Canfigured

W Lontigure ile Permissions tor 'f* Lartiguned
o Configure 15 Applieation fCanexAPl Canfiguned
W Generata AP Service Encryptian Key Carfigianed
W Update Application Settings far /CartexAPl" Cardiganed
W Conflgure N5 Application JCanesDoiNa Canflguned
v
v
o

Import Servics Packagis

>

campleted sucessshully, Plasse retum ta Autsran for any remalning tasks

STEP 1 4]

Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure g



I Other Web Services

Click Configure Primary Location.

CI‘I‘R!X CloudPortal Services Manager

Deploy Server Roles & Primary Location

s bbhmbsagm s S [ scloct |
S et <L R (St |
ol s S L [ Select |

Specify the deployment configuration file
created earlier.

Click Next to continue.

CI'I'R!X CloudPortal Services Manager

Load Deployment Configuration File

Configuration File 112708, MENTEPSMYT 10 EPEMERR g 0m1 | irovee |

siee © e et s | Taaneer

Configure the CloudPortal Services Manager
primary location, which corresponds to an
Active Directory domain or forest..

Click Next to continue.

CI'I'R!X CloudPortal Services Manager

Specify Location Details

welPartal

Narmes prasiooh

Diescription: Locition configunad for DAASLOCA,

Mamet Custamars

Diisplay narwe  Custamers OU

T TR T o
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Enter details for the Service Provider.

Click Next to continue.

ci'rn!x CloudPortal Services Manager

Enter Service Provider Details

Enter some basic infarmation about your company,
Dilsplay names  Clce Sarver Previdar
Shortmame csp

UPN siffimett "y 1acy

Contact 0Me! ¢y amin

Comtact omall o i masss ozl

step 1 2@

Create the First Administrator (cspadmin).

Click Next to continue.

C]TR!X CloudPortal Services Manager

Create First Administrator

Usar name: e
Full name: (] Admir
Digplay name L dedmin
Parsswore: FTTTTen

Contim password: — spasasns

Password explration: v

STEP 1 [4]

Review the summary and click Commit.

C]TR!X CloudPortal Services Manager

Summary

Review the settings balow and click "Next' te continue.

Flent Addsriiabiaton

Locatlon Settlngs

STEP 1 O
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Allow Internet Explorer content from Intemet Options =
http://cortexweb Trusted sites =]

# o can add and remave webmtes fra= thie sone. &l webskes o
U sorw wl wow e zone's seosty settnas

v

Atd e webamn to the e
Mg Srom el | [ s

Wirbiim.

L y— |
e O el micoolt om

| heapol medsmsadats. com

| hetpedr b datwmnorcsaft. com

I Rwaure sorver verfication thitas:) for b s inthis cone

Qo

L Erabde Pronecied Mooe (reaares restarting Dneenat Explorer)
Customipuel.. | | Cefauk lovs

Fopot ol pore y ol
ot | [ cewel || nw
The configuration of the server roles and -
location for CloudPortal Services Manager is CITR!X. CloudPortal Services Manager
Complete' Configuration Complete!
srfiguratisn eamplmnd suecesshlly, Plasse retum b Autaran fee any remainirg tasks
W Enalle Toplevel Services. Configured
. o W Save Logathon Saiilvgs Condigured
Click Finish. ¥ Reyister Locations Directory Web Serviee Configured
W Provilan Customar
¢ Prosdslan Tap-lovel Administrator
" Dogivter Damain Contrellen
" Update Pravislaning Engine Coandigured
STEP 1 4] [“Finish |

Setting Up the Shared Tenant Infrastructure

This section sets up the shared tenant infrastructure in the CVD. First, CloudPortal Services Manager is
used to create and configure a new customer (named “Install Test Customer”) and import the new version
of the Hosted Apps and Desktops service schema. Then, Citrix App Orchestration is used to create a new
shared Delivery Site (named “SharedSite”) and a new StoreFront Server Group (named
“SharedSFGroup™).

Create and Manage New Customer
CloudPortal Services Manager is used to create and manage a new customer (named “Install Test

Customer”). After creating the customer, an administrator for this customer is created and the security
roles and service deployment settings are configured.
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Log into CloudPortal Services Manager as the
configured SP administrator (cspadmin_CSP).
From the CloudPortal Services Manager
Customer menu, select New Customer.

CloudPortal™ Services Manager Welcome CSPAdmin ~ Help  Log Off cimpe

Home Users | Services | Configuration | Reports
Naw Customer

Hon customers

Contrsl  Customer Sorvices

XML ]

Welcome to the Citrix CloudPortal Services Manager

Customer Hierarchy

Custo,  Configuration Ve

User Management v e
* Neesw User ot to

& basng applied,
2% ik U impe

User Scarch

On the Create Customer page, complete the
fields to add “Install Test Customer”.

Click Provision.

& New Customer . [ o q

(T Croate Customer
"

Customer Detalls v
| View &4 Full Mame * [t Tt Cuastomar |
e ]

|

Inatall Adrmin |

i

Currently displaying all custamers
Naro *

Results per page:  [20 ~ £mail Addres [ademin@instal st |

Al s4divicnnl cprions
Advanced Search v
Full Nam: Domain Management v
code: | |
pomain: | ] ‘ ‘
sanvice: | [ . =

(T ¥ | O [update Cancal
Additional Options >

) Advaneed Properties >

® 18 Citen Senice Prvider. > dasslacal B

On the Create Administrator page, complete
the fields and click Provision.

\&F TSR MG

User Datails v
UK * aimin | @ [install st v
Username * [ 1t

Mult User Selection » ot o |
Fiest Nar instal
Last Nar [Admin |

Customer Management v Display Name * [nstall Aduin |

& 1 cum

A Hierarchy Passwore Configuration v

[sansenss |

Install Test Customer

Customer Search

A Account Settings >

Emall Addresses >

Filter Ficlds -

Advanced Search *
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The new customer is now visible in the Active
Directory hierarchy.

B Active Direclory Users and Camputers
Fie  Action View Help
e MO0 XEEHEM TR TER

3 Actiee Direetary Users and Compute] [ Name Type Bescription

v 2 Saved Queries B2, FROXY ITC ADMINS Sucuity Group.
o 3 duaslocal 88, Proxy 1€ NONE

b+ (21 Buitin 82, PROXY ITC PARTIAL

i+ 2] CitriskppOrehestrstion B2 Prowy TC Users

b 171 Computers

B, SERVICEADMING ITC Proey
) Vs Seructure

Secusty Group..
() Conedysem =

Crganizationl..

co Senice Prowide(Cs
i Tt Cuntormar 1|
rslles.

Fere gntecurtyPrneipals
1 Loginvsl

LestandFound

"
Microsoh Exchange System
NTDS Cuactas

| TOM Dedces

Next, configure the service deployment settings.

In CloudPortal Service Manager, select
Configuration->System Manager->Service
Deployment.

On the Service Deployment page, filter by
Active Directory Location Services, and select
Customer Portal Settings.

CloudPortal™ Services Manager Welcome CSPAdmin
Home = Customers | Users | Serviees | Configuration | Reports

Services Overview

Service Deployment

Management

Service Filter

o Customan Fortsl Settings

W Roseller

Related Pages v
| ocatic

L P ——

Help
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Select Service Settings.

On the Configure Service Settings page, select
the checkbox next to the DNS Templates
property to enable editing, clear the default
“tick” of the property, and then scroll down and
click Apply Changes.

Configure Service Settings

T CAFT al pre

C [ can Unleck User Account
Al

LT

il [ opy User Exchude Propecties

o CrTIT e ¢

o unlock thair acoounts o

1resel of e

seriing lor b servion

wd 1o apely lhe change

Customar Fortal Seiting:

ExtamalEmallAddre

oaionsbonfibibain ]

B Cleorvicn Message

A duseriglicn about \he senvie

# Cluen Domnine

A Cusercuotalimit
(NP La T

® Approval Warkflow

It Group Configuration

e, homaFhone |

(Custernerlamaing)

Click Save.

Loeatlon Servies Configuration

srage the wetil aiE |l

Lainbe

a

L]
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Next, configure security roles.

In CloudPortal Service Manager, select
Configuration->Security->Security Roles.

CloudPortal™ Services Manager

Home | Customers | Users | Services | Configuration | Reports

Security Roles

Welcome CSPAdmin

Hei

Lea Off

chmpx

Management
On the Security Roles page, select Service * et oo & 11 “*
Provider Administrator. T T e o
[ v Wy Hasted Ap » 0
» 0
Import N n
Biowio L U
| > [l |
i hama Adminsater » L
it 2010 Service Administrator » 0
e Redminiator = :
Tamplate User Survice Administrater » L]
On the Role Permissions, select the Menus tab.
Rale Permizsiens
Use fhae pesrribesion sectinn b conkime a unkaue set of acoess pee [ U secur
Customens || Servkus “ e Sarvices || Uses || M | Pagws || v |
Crenta [ )
Aarad s .
Update [ |
Delatin [ )
EnnbrleTirsable a8
P [ ]
[a]) [ ]
Rasat L ]
AEparts '.
L
Content L
i L)
Ehnnge Bomaln Swneis HT] '.
Manage Bra [t}
Manage & m Urands .
Hypass Warkfllow Apgroval L ]
Service Provides [ ]
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Expand the Services entry, and disable the
checkboxes for the following entries:

Citrix

CRM 2011

DNS

File Sharing Manager
MySQL

SharePoint 2010
Virtual Machine
Windows Web Hosting

[Only the checkbox for Hosted Apps and
Desktops is enabled. ]

Click Save.

Rale Parmissions

Use IFa patrnie oo seclion ba comiare § unigud sel of s

= BeETriEHons o maky up a securdy role

o B M cusiomaens
o Buse A~
=W W Eevices
E ‘- oUp Managarment
= SOL Hosting Sumnwry
@ | ap syne
B RiackupAgent Chant
i Doy
= LICRM 201
=i Cons
B L pownlosds
o i Ceueh Mg
B CIFile sharing Manager
w i M osted Appe and Desktaps
= CMysal
w i T sharepoint 2010
= Wirlual Mochins W
Sl M

L) Mane Salecrsd

Ky

B 1% o @

1% CuLtames

e

' Sub-Customsr

Dalata

From CloudPortal Services Manager, select the
Users tab.

Expand the default administrator entry
(cspadmin@daas.local) in the UPN column, and
select Edit User.

CloudPortal™ Services Manager

Heome | Customers | Users

Users

for Cisco Service Provider

Management -
2 N Uy
A, New Templais Use

8 e To Fuce
&

Multi User Selection >

Customer Management A4
"R Cisco Senice Provice
& 11 custome

F

Services

Configuration | Reports

jusch Courk: 1

® " ciPadmin

Welcame C5PAdmin  Nelp

¥ cipudmin@dansiocal 0@

User Functions

Account Status
O fetrest
@ Resat Status
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Expand Account Settings, and click Advanced
Options.

LN ®
Lhsatrriarme ®
Flist Mamas *
LasE Mae ®

Leigplay Mame *

| eapadimin |. |t foeal |

enpadmin CGSF

|csp |
Admin |
EET |

&1 st s Mrapsartie

Password Rasat >
Account Sattings v
Change Password at Logaon ) ke O e

Ansount Disimsled & na O vas

Account Locked ) by

Aceount Expare

Fassword axpireg

‘I fglyan Lty

Check boxes for All Services Schema
Administrator and Service Schema
Administrator.

Click Provision.

Email Addresses -

0 0l X il
v T T

Change Fagrword at Lagan ke L Yes

Acenunt Disadlieg ® ko ) ves

Account Locked Mo

Acsaunt Expare & Waver O End of

Password oxpdres M

81 jivanced Optian

= onfigure & custam rola collactior

M| Raseller - A Usar

Pln[‘ll.‘"l?[ Regallar Fubll Admingtratos

WIReselior - Resalioe Partinh Ademinis
1 LIgar Viaw

Administrator I

b Customer Administratas

W artial Usee Administrator (Resot

Passwaords)

Emall Addressos L]

2 rovision % Cancal
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Import the Hosted Apps and Desktops (HaaD) Service

The system has an existing (v1) Hosted Apps and Desktops service by default. Delete this default
service, and then import the new version (v2) of the Hosted Apps and Desktops service schema.

FirSt, delete the eXiSting defaUIt HOSted Apps CloudPortal™ Services Manager Welcome C5PAdmin Help Log Off C
and Desktops service. oM clizeaatl Rua 8 ecea B carincueatond MM acses

Service Schemas

Login to CloudPortal Services Manager as the Setiice e
configured SP administrator (cspadmin_CSP).

Scrvice Management

W v i AD Sync
Select Configuration->System Manager YR p— frazor
->Service Schema. e || st

Cutomer Relationship Management 2011
Beatan
oS

On the Service Schema page, click Hosted i
Apps and Desktops. :

Hoited Exchange

Ly 2000 for Hasting

Wieripalt SCL Server Herting
MySQL

e Commurientinn Server 2007

B EAEEEREEREEEREEEEREEREEERE

The Service Settings are displayed. Scroll down, '
and select Delete. When prompted, click OK to

confirm the deletion. 2l Enabie curanust plans

Hri'il:nnhlq user plans to ba created or re

i O AR L plin

b Enable multiple user plans
Al 1Fe g 1

‘:R. A ol 5 ellings

Property Definitions >
Resaurce Definltions L3
Server Componants [
Billing Units [

ﬂ have X aricel |i Delete g Expant
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Next, import the new version of the Hosted Apps
and Desktops service schema.

From CloudPortal Services Manager, select
Configuration->System Manager->Service
Schema.

On the Service Schema page (left), click
Import a service.

CloudPortal™ Services Manager Welcome C5PAdmin~ Help Lo OIF cim
Home | Customers | Users | Services | Configuration | Reports
Service Schema b D D
Manags service schamas
Sorvica Managemant
W Crm oo v AD Eyac i
Citrix -
Ralatad Pages = Customar Pertal Seltings [
- Customer Relationship Managemant 2011 .
I,”. . fhs »
- File Sharing »
; Hosted Exchange »
o Lyns 2010 for Hasting »
: Lyne »
7' Miail Archivi »
. ‘I‘I Microsaft SOL Serv »
2. wsaL E
Oficn Cemmurscation Servar 2007 »
Restller »
Shared -
Wi 1 Wachon L
Windows Web-Hosting »

Browse, and select the import file (Hosted Apps
and Desktops.package). Note: For CPSM
v11.0.1, the package comes from the HaaD
service release install media downloaded from
Citrix.com.

CloudPortal™ Services Manager Welcome C5PAdmin ~ lelp  Log Off d'l'l]l‘

Heme | Customers | Users | Services | Configuration ‘ Reports

Service Import

Service Management

ZACPSMYI1 0 Han D Hosted Apps and DasktopsiHostod Apps and | Brawsa
. s
B e & ke 2 irevie

Review the information, and then click Import.

CloudPortal™ Services Manager Welame C5PAdMIn  Help  Lea ONf cl'rnpr

Home | Customers | Users | Services | Configuration | Reports

Service Import

Service Management

Preview
& impcr aenice 8 B vosted apps and Desktops
=< W] validation Contrals
=< ] Rolas

Related Pages L]

- || Reports
- O Raport Dafinitions
=~ [ Conliguration
s M Provisianing Engine
- &) Actions
i 52 nules
- Fvenls
- 5 Assamblies
e W] el At
- 5 assamblies
=i W] web Servar
- 5 astamblis
=M ¥ Contraly

Imparting the assemblies contained in this package raquires that the provisioning engine
(COMEQUIUIMEniter) sern started manially, Tha current wab application will ba restarted
tegged in users will need o legin again
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When the import operation completes, restart the | Bl TR Lo X
Citrix Queue Monitor Service. tore | iy | oo | Jerte, | Cobpvten | Nopots

= I fca fi fil
Service Import Tponuow ca from u

Serviee Management W iripirt Compirta
.
5

B Imgort # servce @ Servicr catalog deserialized

ice catalog saved

Related Pages v

ol saved (Mama; ‘Citrix AppOrehestration StareFront Isolation )
ad (Nama: ‘HostadAppsAndDesktopsatacantars'y
o (1 dAppSAT paUniqueGrouphame]

ipClassBiLy
ase’)

Create a new App Orchestration Delivery Site
This section illustrates adding a shared StoreFront server group. Before using Citrix App Orchestration
to create a new StoreFront server group, the following prerequisites much be met:
e The .NET 3.5 Framework must be installed on Delivery Controllers (XDCO01, XDC02)
» Internet Information Services Manager — import certificate for *.daas.local

» Active Directory user/groups — predefine user (SiteAdmin) and group (SiteAdmins) on Delivery
Controller & SQL servers

* Microsoft SQL Server — add login for DAAS\SiteAdmins

Run the Citrix App Orchestration Install Center
on the Delivery Controller (e.g., DCO1).

T7 Citrix App Orchestration Install Center

) g

Click on XenApp and XenDesktop 7.6 5 : i GonTE e
Delivery Controller (and App Orchestration e g
Agent). When prompted, click Yes to allow
PowerShell script execution.
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Installation messages are displayed. [Note:
although the validation of the Citrix certificate
failed in this example, the installation was
successful.]

Click Close to continue.

Restart computer if instructed to do so. After
restart, rerun App Orchestration Install Center
and select ‘XenApp and XenDesktop 7.5
Delivery Controller (and App Orchestration
Agent)’ to finish the operation.

I citrix App Orche: n Install Center

antroller (and App Orche:

alizing envirenment.
= Chacking Operating System
® Obtaining installed Xe rverslon..
= Obtaning invtalled XenDuskdop Vda versian...

= Installing Eam dgent

= Valigaton of Gitrix certficate falled for VoD TcSACZESatup:
Citris,
& Checking NET Framewark 3.5,

= GerSerarComponant wiger mathael tartads NET-Framawark.Core

\CloudAgpManig

(Setupiax, Please anduse Lhat the package is signed by

Corix Certilicate Failed for Wand T340
dgitally ssgred by e

e
Dighastration Apent) ta finah the operation

Autoserall messages

Next, create a new shared Delivery Site.

From the Citrix App Orchestration web console,
select Design tab. Then select Create new from
the Manage menu.

£1 App Orchestration

Delivery Sites

(=]

Displaying 0 of D

No tems

Rolavance [

On the Basic Settings page, fill in the name of
the new Delivery Site. In this CVD, the name
“SharedSite” is used.

Click Next.

11 App Orchestration

Home: Global Sefine Design

Create Delvery Site Basic Seftings

Basic Settings Name
Deseripion:
Version

Licensing model:

cancel

Workfiows

Shansif
Include descriplion

XenDosktop 7.5

On the Location Settings page, fill in the fields.
In this CVD, the following information was
used:

Machine name: xcd01.daas.local,
xcd02.daas.local

Domain: daas.local
Delivery site admin group: SiteAdmins
User name: SiteAdmin

Click Next.

I3 App Orchestration

Global Sefine Design

Location Settings.

Newiork
Domain

Datacanier

Delivery Sile adimin group

User name:

PasswoId:

[Ccmen

ec02.dans local

Infrastructure

\ daaslocal

ClacoCVD

Use different rusled domain

Daas\sieadming

DassiSitaAdmin

ssssnnn

=

w
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On the Database Settings page, fill in the fields.

In this CVD, the following information was
used:

Database server: SQLHA
Database name: SharedSite
User name: SiteAdmin

Click Next.

22 App Orchestration

Home Global

Create Dellvery Site

Basic Setings
Location Settings

Database Settings

Design Delver

Database Seltings
Databise server
Datanase name

User name:

Password

Workliow

SQLHA

Sharadsita

Use default Gonfiguration Logging database settings

Sever
Name

I¥Use detaun Monitonng aatanase senings
Server.

Name

Gancal

e - |

A summary is displayed.
Click Save.

11 App Orchestration

Home: Global

Design Deter
Location Settings

Maching name:

Nework
oomain

Datacenler

Dislivery Site admin group

User name:

Database Settings
Database server

Datavase name

User name.

Contiguration Logging Database
server

Nane.

Manitaring Database

Server

Name

Gancel

Workfiow

xde01 daas local
X002 daas local

Infrastructure
daas local
ClacoCVD
DaagiSiteAdming

DaasiSitaAdmin

SQLHA
Sharedsite

DaaG\SiteAdmin

SQLHA

shareasieLogging

SOLHA

Sharedsitebiononing

When the workflows complete, the new shared
Delivery Site is displayed.

£1 App Orchestration

Homme Global

Delivery Sites

Design Workfiows

e

Disglaying 1 of 1

Hea  Mame

Aurango by:| Ralavance v

Laslln

Fiter by

Showal ||

Tananls

Create a StoreFront Server Group

This section illustrates adding a shared StoreFront server group. Citrix App Orchestration Install Center
is used to install Citrix StoreFront 2.5, and then the Citrix App Orchestration web console is used to
create the shared StoreFront server group (named “SharedSFGroup” in this CVD).

Before starting, a URL should be configured in DNS for the load balancer. The actual load balancer
virtual IP address can be configured later in NetScaler. If at the time of installation the NetScaler IP
address is not available, the DNS entry for the load balancer URL can temporarily point to one of the
StoreFront servers.
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Instructions Visual

These procedures should be performed on both e
StoreFront servers (DaaS-SF01 and
Daas_ SF02) . ‘ Management Servers Controllers and Agerits Sus hines Extard Daployment

XanApp and XanDaskiop 7.5 Virtual Dalivary Agant (VDA) Diractor
Dalkvery Controllar (and App Multipla L
Crchestration Agent)

Run the Citrix App Orchestration Install Center
on the StoreFront server. Select Citrix
StoreFront 2.5 (and App Orchestration P ey —

Agent). When prompted, click Yes to allow wr s e o s
PowerShell script execution.

Manage your Citrix bonses.

App Orchestration Domaln

Citrix Studio

Installation messages are displayed. [Note: o
although the validation of the Citrix certificate
failed in this example, the installation was

successful.] « Crg Ot S o

® Installing Cam dg

= Validaban of Citrin certificate Tailed for YaaD1icSiAG2515 ClousAppManag Frease ansure that the package is signed by
i,

Click Close to continue. il

® Done

® Evecution completed.
Restart the camputer i instructed to oo 56, After reatam, renin App Crennsteation Instad Canter and seloet Citdu StorFrant 1.5 (and App Orchestration Agert) 16 firish
T SpRration,

Restart computer if instructed to do so. After
restart, rerun App Orchestration Install Center
and select ‘XenApp and XenDesktop 7.5
Delivery Controller (and App Orchestration
Agent)’ to finish the operation.

B Autcscroll messages

In Citrix App Orchestration web console, click 11 Ap Orchestatin
the Design tab. Then click Add StoreFront T -

Server Group. StoreFront Server Groups 2

h

it Server Group?

Displaying 0 of 0 Relavance (¥ - ]

No ltems

On the Basic Settings page, fill in the fields. In 2 Agp Orchestration
this CVD, the following information was used:

Name: SharedSFGroup A0 StoaFront S Basic Satings

SSL cert: *.daas.local o - Comenotans

Load balancer: https://sf-1b.daas.local “ — ‘
Click Next. i x|

oem | o
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On the Location Settings page, fill in the fields.

In this CVD, the following information was
used:

Machine names: daas-sf01.daas.local,
daas-sf02.daas.local

Network: Infrastructure

Resource domain: daas.local

Datacenter: CiscoCVD
Click Next.

11 App Orchestration

Home: Global

Add StoreFront Server
Group

Basic Seings

Location Settings

Design Deliver

Location Settings

Machine names

Metwork
Resouroe domain

Datacenter

cancal

Workfiows

elaas-5101 claas Jocal

caas sfozcaasocal

ClreoCVD

eacx |

A summary is displayed.
Click Save.

22 App Orchestration

Home: Global

Add StoreFront Server
Group

Basic Sefings

summary

Design Deliver

Summary

Basic Settings
Name:
SBL certifcate friendly name:

Load balencer URL.

Location Settings

Maching name

Damain
Datacenier.

Networic

Cancel

Workliows

SharedSFGroup
= daas local

nitps i3 Gaas focal

daas-s101 daas local
‘gaas-5102.d0as local

aaas local
ClacoCVD

inirasiructure

When the workflows complete, the new shared
StoreFront Server Group is displayed.

T2 App Orchestration

Horme Global

Design

StoreFront Server Groups

Workfiows

Displaying 1 of 1

Heal  Hame

o

Lacaban

Armangs by | Relevance ]

Tanants

The Getting Started in App Orchestration status
page now shows the StoreFront and Delivery
Site design tasks now complete.

T2 App Orchestration

Define

Wilhin the Define seclion of App Orchest

Design

Workows

Getting Started in App Orchestration

Balow taska youl paed

olate 0 cedar 10 ke

Datacenter

Domam

Design

Witnin the Desig

P

|+
0+

Sexsion Machine Catalog

of App Orchestration, you can creale

A+

+

hine calalogs, se

Compute Resource

Instancs

afigurations

Seaslon Machines

fesources, point fo domains and configure Instances

ession machines, offerings, deiivery sites and StoreFront sies

o+

Delivery Site

g+

StoreFront

0+

Nalivar
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Configuring AO/CPSM Integration and Shared Delivery Site Offerings

CloudPortal Services Manager can extend an App Orchestration deployment to simplify customer and
subscriber management, on-boarding, and self-service.

This section describes the software integration procedures for App Orchestration and CloudPortal
Services Manager software and procedures to set up offerings for Shared Delivery Site tenants.

Configuring Hosted Apps and Desktops Service Roles and Connections

The Hosted Apps and Desktops web service for Services Manager allows service providers to manage
and delegate end-user administration of applications, desktops, and resources. Service configuration
typically involves these tasks, which are covered in this section:

Create self-service account

Add the servers associated with the service

Enable the service at the top environment and location levels
and specify service deployment with App Orchestration

Assign service roles to the servers

Add credentials for accessing the servers and management tools

Add service connections for the Hosted Apps and Desktops service to establish communication
between the servers and CloudPortal Services Manager

Configure service settings

Configuration Tool.

Click Next.

Check the box to install the App Orchestration x

ciTrix tal Servi
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Review installation prerequisites and click Next.

Review the Ready to install page.
Click Install.

CiTRIX

- T e e
The Deployment Complete screen appears x
when the installation is complete. CiTRIX
Click Next.

sreo e e
On the Configure Installed Components dialog, A x
click Configure for the App Orchestration CiTRIX
Configuration Tool.

=
- wezmm
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Enter the address of the App Orchestration
Configuration Server (AOO1.daas.local) and
specify the administrative account with which to
connect (DAAS\Administrator).

Click Test Connection and if successful click
Next.

ciTRIX

Create a service account (csm_haad_selfsvc) that
will be used to enable self-service administration
in App Orchestration.

Click Next.

ciTrIX

Specify the CloudPortal Services Manager
database server (CORTEXSQL). Click Next.

Review the configuration summary, click Next,
and the configuration is applied.

CiTRIX
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A notification screen displays when the
configuration operations complete.

Click Finish.

CiTR!X isted Apps and Desktop Config

The next task is to add the servers associated
with the Hosted Desktops and Applications
service.

On the CloudPortal Services Manager server

CloudPortal

Log On

(CPSMOZ), lOgiIl as the CSP Administrator Services Manager
(cspadmin_csp) using the console. | .
Select Servers from the Configuration -> System e WheneCTha e Lgor  clRpe

Manager menu.

Select and expand the entry for the App
Orchestration server. Enter a server alias with
the FQDN (in this CVD, AOO1.daas.local).

Verify other App Orchestration server details
and Save.

Home | Customens | Users | Services | Configuration | Reports

Servers

Manageme
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Verify the Top Environment Service
Configuration. Review the Service Settings and
Customer Plans for the Hosted Apps and
Desktops service. Save any changes, if needed.

Service Deployment

Management

Service Filter

Related Pages. -

]

Services Ovarview

IEEEEEEERERERE FiI R EREEER]

To configure the service at the location level, set | [T E——" N ———
the Active Directory Location Services as the S e e e
service filter on the Service Deployment menu. Service Deployment 5= Oveniew
Expand Customer Plans for the Hosted Apps e
and Desktops service. Unselect XenApp and  Caasemesa— - p——— -
XenDesktop so that App Orchestration is only ot e &
selection. *

&
Click Save. = -

-] ® ]

T <
Using the Server Roles menu, assign the role of e — WekvmeGthdnin ik g0 CITRIX
Hosted Apps and Desktops to the App Home | Gustomers | Usws | Saricss | Comtguration | Raports
Orchestration server (AOO1). Server Roles Server Roles Overview
Click Save. ’ A -

o | v

Manage Server Roles
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Using the Credentials menu, add
DAAS\csm_haad_selfsve and update.

CloudPortal™ Services Manager

Welcome CSPAmin  Melp  Leg ON

Home | Customers | Users | Services | Configuration | Reports

Credentials

Related Pages

Credentials Overview

On the Server Connections page, enter the
details under Manage Server Connections.
Specify Hosted Apps and Desktops as the server
role, the App Orchestration server (AOO1),
credentials, HTTPS as the protocol, and App
Orchestration as the version.

Click Save.

Test the defined server connection by clicking on
test connection icon.

Heme | Customwers | Users | Serviees | Comfiguration | Reports

Connections

Management
a

Ralated Pages

On the Server Deployment page, click on
Active Directory Location Services as the
service filter.

Under the App Orchestration section, click on
Reload for the App Orchestration Datacenter.
Mark the checkbox for App Orchestration
Datacenter and specify the datacenter name
(CiscoCVD).

Click Apply changes.
Click Save.

= App Drchestration

=]

 jre B= ° : 0-
: Z
1 K
4
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On the Server Deployment page under — :
Customer Plans and Configure Service Settings,
set up App Orchestration properties.

Check the box to specify the App Orchestration
Private Network Name. Enter the name (in this
case, Infrastructure).

App Crehestration

Click Apply changes. I ]
Click Save.

Configuring a Session Machine Catalog for Shared Delivery Site HSD Users

Session Machines host the applications and desktops that tenant users can access through Citrix
Receiver. Session Machines are collected and organized in Session Machine Catalogs.

Configuring the Catalog

This section creates a Session Machine Catalog for the shared delivery site tenants that require Hosted
Shared Desktop (HSD) services.

Welcome daastsnadmin ! 20.0f chm

Launch the App Orchestration Web Console and 2 App Orchastrtlon

select Session Machine Catalogs from the —
Design tab. Select “Created externally” from
the Use Machines pull-down.

Session Machine Catalogs Ssscne - ©

Specifying externally provisioned machines
allows other means, such as Citrix PVS or
PowerShell scripts, to provision servers for the
catalog. When additional capacity is needed,
App Orchestration can notify the administrator
(they are not deployed automatically).
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Machine

Click Next.

23 App Orchestration

Home Global

Session Machine Catalog

Basic Semngs

Review and modify the Advanced Settings, if
necessary.

Click Save.

1 App Orchestration

Session Machine Catalog

Advanced Settings

Basic Settings

Advenced Settings

NUMBET of USers 3swed par machine:

nciusE CPU and memary

Weleome dassiacadmin

Adding Session Machines to the Catalog

This section adds Session Machines to a catalog. For this CVD, Cisco UCS Director initially created

virtual machines that were imported into PVS prior to the configuration of App Orchestration and

CloudPortal Services Manager.

To add Session Machines to a Session Machine
Catalog, first power on the VMs that will support
hosted applications and desktops.
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Launch the App Orchestration Web Console. On | [EFe e e

the Session Machine Catalogs page, select a N -

Session Machine Catalog (the screenshot shows p— i :
ession Machine Catalogs e

a catalog named CSP-SharedHSD.) =

splaying 1 0f 1 Arange by: | Relevance ||| Fiterty:| Showal

eam  Name Produ

Click Add Machines. 1 ik rchastloR e e

Home Global efine Jesig Deliver Workfiows

CSP-SharedHSD et (eaer\-:.'verzm\. ook |

Shortname  espaharsdhsd
Produet ype  XenDeskiop 75

Allocalad: ]
Unallocated: 2
Versian: 1
Session Machines Offoings Subscriptions Fp—
Displaying 2 of
Heam  Name Location Tenants user

Specify Basic Settings (e.g., VM names, o — e
network, domain, and datacenter). Click Save to o Gona Dol Dover Wktows
add the listed machines.

Add Session Machines Basic Settings

Checking the Workflows page will show e s s e Lo

sharechhsdoos daaslocal

background tasks as the machines are added to e
the catalog (e.g., CreateResourceand

Get-Machinelnfo operations).
Datacenter CiscolVD v

i m

When the operation is complete, the Session 2 Ap Orchestntion aa
Machine Catalog will list the available om o - I o e

machines.
CSP-SharedHSD e e =5

Shortname  capsheredhsd
Produet type.  XenDeskiop 75
Alocatad:
Unallocated: 2
Version: 1

Session Machines Oerings Subscriplions Dalivry Grouys
Displaying 5075

Heam  Name Locatn Tenants user
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Setting up CPSM Reporting on Secondary SQL Server

Reporting for CloudPortal Services Manager delivers usage and billing reports to your customers and
application vendors. It includes standard reports to support standard provisioned services and a data
warchouse. The Reporting service communicates directly with the SQL Server Reporting Services web
service.

For a large deployment, separate SQL servers are typically used for hosting the reporting and billing
databases. CloudPortal Services Manager Report Mailer gathers anonymous usage data and emails usage
reports to the Citrix license monitor.

Configure Reporting Service Prerequisites on the CPSM SQL Server

The following steps were performed on the secondary SQL server (SQL02) in this CVD to modify the
Report Server configuration file . These steps are part of the Reporting (Data Warehouse) server
prerequisites (see
http://support.citrix.com/proddocs/topic/ccps-11/ccp-10-system-requirements-roles.html.)

Instructions

Visual

Reporting Services Configuration Manager
wizard to step through the configuration of the
reporting database.

These steps are part of the Reporting (Data
Warehouse) Server pre-requisites:
http://support.citrix.com/proddocs/topic/ccps-11
/ccp-10-system-requirements-roles.html

On the SQLO2 server: Use the SQL Server 2012 Reparting Services Configuration Manager: SOLO2\MSSQLSERVER -la x

7= 801 Serverz012
Reporting Services Conff

Edit the rsreportserver.config file and
add <RSWindowsNegotiate/> as
AuthenticationType.

Adding the tag <RSWindowsNegotiate/>
allows the CPSM Web portal to call the
reporting services web service.

rsreportserver.config - Notepad
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Install Server Roles for Reporting on SQL server

The following steps are performed on a CPSM server (CPSMO02) to install server roles for reporting on
a SQL server.

Run setup.exe to launch the CloudPortal x
Services Manager console. From the Select CITRIX CloudPortal Services Manag

Deployment Task dialog, select Install
CloudPortal Services Manager.

On the Install CloudPortal Services Manager
dialog, select Deploy Server Roles & Primary
Location.

When prompted, read and accept the user license
and click Next.

On the Select Server Roles dialog, enable the
checkbox for Reporting (note: the ciTRIX Cloudrortal Service¥Manag
Configuration Tool is already checked, and
should be left enabled).

Click Next.
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Review the prerequisites and then click Install.

When the installation completes, click Finish.

CITRIX CloudPortal Servi

Configure Server Roles for Reporting on SQL Server

CloudPortal Services Manager uses a 12-step process to configure server roles and services for SQL

server reporting.

(1) From Deploy Server Roles & Primary
Location dialog, select Configure Server
Roles.

ciTRIX Clouds
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(2) Load the deployment file and click Next.

Select the Configuration Task by enabling the
checkbox for Reporting. Click Next.

CiTRIX ¢

(3) Enter Reporting Database Credentials.
Click Next.

citTRIX ¢

(4) Configure the Mail Server as
cpsm02.daas.local.

Click Next.

CiTRIX (
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(5) The setup previews service packages for
import into the control panel.

Click Next.

CiTRIX Clou

(6) On the Configure Reporting Database
dialog, set the server address to an SQL
server. This CVD uses a separate SQL server
(SQLHA) for reporting.

Click

Test Connection to test the connection
to the database.

Click Next.

STEP

(7) On the Configure Data Transfer Service
dialog, enable the checkbox for Create if it
doesn’t exist.

Click Next.

CiTRIX (

STEP 1 2
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(8) On the Data Transfer Notifications dialog,
enter email addresses for notification.

Click Next.

CiTRIX ¢

(9) Enter information on the Specify Reporting
Services Details dialog. Click Test
Connection to verify the configuration.

Click Next.

CiTRIX ¢

(10)Accept the defaults on the Data Warehouse
Service dialog.

Click Next.

CiTRIX (

r Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure




Other Web Services M

(11)Review the Summary. x
CITRIX CloudPortal Services Manag
Click Commit.
e i e Mo Ganeel
(12)The configuration is applied. When the x
configuration completes, click Finish to s b Stk e o [
continue.

Validate the Reporting Configuration

The following steps were performed to validate the reporting configuration.

Instructions Visual
On the SQLO2 server: Select the Task Manager Tok el

from the Windows Server Manager Tools panel. S
Select the CPSM category in the task scheduler '
library, and then select the Reporting Data
Transfer task. Select Run.
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Select Billing from the SQL Server Reporting
Service. You should see customer, distributor
and reseller detail options.

e b

SQL Server Reporting Services

Billing
s News Eolder

) Customer Detall
=

4 New Data Source

i Report Builder 7 Folder Settings

g = Distributor Summary
Tl

i ) Reseller Detad
T

Next, validate the Data Warehouse. Log into the

CloudPortal™ Services Manager Wolkome GSPAdmn  litlp  Log Off cimpe
CloudPortal Services Manager interface as Homa | Costomars | s | Semce. | Contpmtion. | Report
cspadmin_CSP. Select Reports-> Data Warehouse
Configuration->Data Warehouse and select e—
Transfer to move data from views to the Data . h ; Ehae
Warehouse. el _ e ‘ :
Confirm the SQLO02 server connection: Select e —— e e
Server Connections from the CloudPortal i oo it i ook
Services Manager menu. Both Data Warehouse e tionE Server Connection Overview =
and Reporting should be displayed as connecting p—
to the SQLO2 server. Click the Test icon to test : .
these two connections. Retsnd Pages v T . .

0 » solo2 D
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Expand the connection for Reporting and change T e e
Credentials to: Home | Customers | Users | Services | Configuration | Reports
DAAS\csm_dataw_svc EARnacion P ———— %
Retest the connection. s R . “
- L.

L] x [ ]
Go to the CloudPortal Services Manager T e
Credentials page, and delete the credentials for T P P Y P oo e P
the Administrator. Edit csm_dataw_svc to Credentials Credentials Dverview
encrypt the password. ird e
Click Update.
Go to the CloudPortal Services Manager View e r— WekomeGThdmn e owot CITRPX
Reports page. Expand the Billing item to oy prer— e p—e—
display the customer, distributor, and reseller View Reports
detail options. s

a4

Configuring High Availability for the CPSM Databases

The following steps were performed to configure the CPSM databases for AlwaysOn availability.
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Backup up the database to a file.

Add the OLM and OLMReports databases to the
Availability Group in PVS. Specify Full data
sync.

Back Up Database - OLM [= = =N
Select apage = et = 7 Heln
Gerersl - )
plies
Sures
Dababe
Tlecenemy meeel
Hachup type Fus
r iy Back
Sackup compenert:
® Daana
Fier ard iegeops
ot
Mo WM Fud Dadabans Bacun
viptiors
Bactun set will s
Canmection o Aller; 2 d
On
iy
sk up e .
Add
2 view
Alemave
Progess
=5 Content,
Carveel
Add Database 10 Availability Group - PYS | o [ a -

Select Databases

Introductic
Sebect uses datebases lor the availsbility group.
elect Data Synchroniaatio User distabazes on thes inskance of 5
Connect to Replicas Harr
s he LT
Af cheitretiand ngging
o 1
HRepartag
o
ovisioningSe 1.8
Reponberves 44

Previeus

Hex Cange!

Configuring Offerings for Shared Site Tenants

This section documents the steps performed in this CVD to configure offerings for shared site tenants.

Key steps include:

e Create a desktop offering name “CSP-HSD” that uses Private Delivery Group isolation

» Assign shared apps (Microsoft Excel, Word, Outlook, PowerPoint, etc.) to the CSP-HSD offering

o Test the connection to the HaaD service and publish the CSP-HSD offering as the default offering

« Allow the Reseller to provision apps within the CSP-HSD offering
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Create a Desktop Offering (“CSP-HSD”)

Using the Citrix App Orchestration web console, create a desktop offering (“CSP-HSD”) that uses
Private Delivery Group isolation].

Instructions Visual

11 App Orchestration

Home: Global

Offerings
Complete the Advanced Settings: 21 App Orchesirrin
. Isolation: Private Delivery Group —
. Name: CSP_HSD New C:zs::::ffer; Advanced Settings
Click Save.

Select the CSP-HSD offering and click Edit.

The Edit Offering dialog appears. Edit the
Basic Settings, and click Save Offering. Make
sure the Name, Display Name, and Descriptions
can easily be understood once imported into
CPSM.

Assign Shared Apps to the CSP-HSD Offering

Use the Citrix App Orchestration web console to assign shared apps (such as Microsoft Excel and Word)
to the CSP-HSD offering.
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In the Citrix App Orchestration web console,
select Design->Offerings, and then select App
Offering from the Create dropdown menu.

11 App Orchestration

Home

Welcome dassadministrator

e

On the New App Offering dialog, enable the
checkboxes for the following Installed Apps:
Adobe Reader, Microsoft Access, Excel, Picture
Manager, Outlook, PowerPoint, and Word.

Select the System Apps tab to add any system
applications.

Click Next.

21 App Orchastration

Home

New App Offering

Applicaons

Welcome daasadministrator

rer

On the Advanced Settings panel, change the
names of the apps to prepend “Shared”.

Click Save.

13 App Orchastration

Home

New App Offering

Advances setings

Welcome daasiadministrator

The apps are displayed on the Offerings page.

£3 App Orchastration

Home

Welcome daasiadministrator

W

e

& ared Adobe Reade
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Select each app and modify the offering’s
Display name, prepending “Shared” to match the
Name.

Basic Settings

—r Shared Micresoft Power

Shared M

Advanced Satings

Short name ot PovserPoint 2010

Conteni rodiraction Display name shared Mierosoft pov x

Descrpion

Craate and adit prasantations for
slide s m

Enabled

Cancst Saue Oflermg

Test Connection to the HaaD Service and Publish CSP-HSD Offering

Using CloudPortal Services Manager, test the connection to the HaaD service and publish the CSP-HSD

offering as the default offering.

Instructions sual

Log in to the CloudPortal Services Manager
portal as the service provider administrator,
cspadmin_csp.

Select Configuration->System Manager->
Server Connections.

CloudPortal™ Services Manager

Heme | Customers | Users | Services | Configuration | Reports
Server Connection Overview

Connections

Management
»*

Rolated Pages v

Welome C5PAdmin  Help  Log Off

cimpe

Desktops->Offering Management. The app
offerings are displayed.

Selected Hosted Apps And Desktops — App

Orchestration, and click on the test connection

icon.

Select Services->Hosted Apps and e e =

Home | Customers | Users | Services | Configuration | Reports

Hosted Apps & Desktops

v

Salact Al

Citrix Apps Non-Citres Apy Apmources

Configured  Otfering Isclation Mede Used By
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Provision apps within the CSP-HSD offering

Allow the Reseller to provision apps within the CSP-HSD offering.

Instructions Visual

In CloudPortal Services Manager, select the T L — - S
CSP-HSD offering and click Configure. Check Home | Gumomers | Usars | Service | Confiuraton | Rasors
the box to allocate as the default application, and Hosted Apps & Desktops

click Save v ovmocn ¥
.
Citrix Apps Non-Citrix Apps Resources ot
Filter by: A v Q Search offerings » ol 1
Configured  Offering Isslstion Mode Used By
N W CseHsD Prrvate Delrver
3 csp-nso
No B shaced adobe Reader X1 Prrvate Delver
Display name CsP-HSO
No ] Shared Mierossht Access 2010 Private Deliver  Description R DR PR
No E] Shared Microsoht Excel 2010 Private Daliver
No B shared Microsoft Office Picture Manager Private Deliver  ©7°
No B8] shared Microsoft Outiook 2010 Private Deliver
o (B] shared Microtoft Powerpoint 2010 Prrvate Delvey
No (W] Shased Microsoft Wosd 2010 Prvate Delver

Click Publish, and select Publish in the popup
to confirm publication to everyone.

d\ Publish ‘CSP-HSD' to everyone?

=l -
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Select the Shared Microsoft Outlook offering.

CloudPortal™ Services Manager Wekome (SPAGmin  Melp  Log Off clmpr
Configure, and click Save. Home | Cumomens  Users | Servics | Configuration | Repors
. H d A 8 Desk
Repeat for other shared offerings (Shared L
Microsoft Excel, Word, etc.) -
Configured Offering lsslstion Mode Used By
e et Shared Micresoft Outlook 2010
B chaced s
o Al 110 3 =
1] shared N Pr - I
[ ared I nt 2 eV ot tion @
] ! 201, Priv ; [
=l -
On the Customer Services page for the Cisco T —— e

Service Provider, select Reseller to assign
services that a reseller can provision.

Click Search Offerings and enable the apps by
clicking the checkboxes in the Enable column.

Click Apply changes.

Home | Customers = Users |

Customer Services

for Cisco Service Provider

Customer Management -

4

User Management »

Services

Configuration | Reports

Reseller
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Click Provision.

A green status icon indicates success.

CloudPortal™ Services Manager Wekome CSPAMmin  Help  Lop.ON cimyx|
Home | Customers | Users | Services | Configuration | Reports
Customer Services
for Cisco Service Provider [ ]
® L
Customer Management ¥ | Assign services that the reseller can provision

.

User Management

Configuring Example Shared Delivery Site Tenants

The steps in this section show how offerings are provisioned to two different shared delivery site tenants
(shared delivery site tenants use private delivery group isolation). This section also describes how
self-service workflows can be established for provisioning, which allows an on-site administrator to
approve site-specific provisioning requests. (The sample customer “Install Test Customer” is configured
to represent the use case of an on-site administrator to approving user self-service provisioning
requests.)

This section includes the following tasks:

Configuring a service plan for two example customers

Setting up two users within the customer “Install Test Customer”

Setting up a workflow approval for the manager to approve user subscription requests
Impersonating a user that subscribes to offerings

Impersonating the user’s manager to see and approve the request

Instructions Visual

Launch the CloudPortal Services Manager
console and login as the CSP Administrator.

Display the Customers page. Select the
customer “Install Test Customer.”

CloudPortal™ Services Manager

Home | Customers | Users | Services

Customers

Management v
*
=

Filter Ficlds v

Configuration |

Workflow

Reperts

citRpx:

Welcome (SPAdmin ~ Help  Log OFf

My Account
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On the Customer Services page, select Hosted T — e
Apps and Desktops to configure the service Homs | Customers | Usss | Seces | Configuration | Rapors
plan to be applied to this customer. Customer Services
for Install Test Customer @ Customer Porial Settng > I
Enable the appropriate offerings for this tenant A | [ — - 4
(in this case Hosted Shared Desktops and shared a —— .
Microsoft applications are enabled).
Click Provision. ;
Q
User Management . i
On the Customers page, select the customer e — e
“Daas TeSt CuStomer,” Home | Customers | Users | Services | Configuration | Workflow | Reports | My Account
Customers iocation DA
Management v
:J ® 5 T
A Je 2 =]
[ ] @
On the Customer Services page, select Hosted I —— e )
Apps and Desktops to configure the service Home | Cutomers | User | Serices | Contguration | Ragerts
plan to be applied to this customer. Clistomer Sarvices
for Daa$ Test Customer @ Customes ortal Settng = [
Enable offerings for this tenant. AR y —
Click Provision. -
Q
User Management (3 i
o=l
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From the Configuration tab, select Workflow
Setup from the System Manager menu.

Click Enable to enable workflow approval.

On the Workflow Setup page, uncheck Group
approval. (Manager approval remains
selected.)

Enter the appropriate email information for
approval notifications.

Verify that the URL matches the current CPSM
web portal URL for the deployment; if not, make
the appropriate correction.

Click Save.

Log off and then log back in as the same service
provider administrator for the newly enabled
Workflow menu group to appear.

Next, configure a Workflow Manager to approve
self-service Hosted Apps and Desktops
provisioning, From the Workflow tab, select
Workflow Managers from the Configuration
menu.

CloudPortal™ Services Manager Wekome C5PAdmin ~ Help  Log O d'll]l‘
Home | Customers | Users | Services = Configuration | Reports
ter ement v
Customer Services '
for Daas Test Customer v -
v >
Customer Management v .
a
&
it
Doas Test Customer
Customer Search
& Q
.
CloudPortal™ Services Manager Wekome C5PAdmin ~ Help  Log OF d'll]x‘
Home | Customers | Users | Services | Configuration | Reports
Workflow SE'I.IP Workflow Approval
CloudPortal™ Services Manager Wekome CSPAdmin  Help  Log OFf clmyx]
Home | Customers | Users | Services = Configuration | Reports
Workflow Setup Workflow Approval
wal L}
Compenents
Email
MNeReply@WorkflowAppraval loca
Cloud! g
hittps: cotexweb/CorlaxDothe
Maintenance
&
0
¥ t
R alt vl
- 1l
CloudPortal™ Services Manager Wekome CSPAdmin  lilp  LogOff cimmpx|

Home | Customers | Users | Services | Configuration | Workflow | Reports = My Account

Home Aot
Control Panel Home Appro
Welcome 1
Customer Management » Approval
Approval
User Management v - - "
* Ple. em
& in ad +
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Specify Hosted Apps and Desktops as the user

CloudPortal™ Services Manager Welcome (SPAdmin ~ Help  Log OFf cimpe
SeI'ViceS ﬁlter' Home | Customers | Users | Services = Configuration | Workflow | Reports | My Account
Enabl sl bv clicki he P sed Workflow Managers > . e

nable provisioning by clicking the Provision G i '
radio button. ] ha
Chck Save‘ Ralated Pages v
| iter: [Vosted Apps and Destispe v
0
-

Creating users will demonstrate how the user T —— Wewre Ghinin ki lgor  CHTRPC

self-service provisioning and manager approval
process works.

On the Customers page, select “Install Test
Customer,” which displays users for this
customer.

Select the administrator (Install Admin) and

click on Impersonate in the User Functions
menu. (Impersonating Install Admin enables
creating a new user for this customer.)

Home | Customers | Users | Services

Users

for Install Test Customer

Management v

-

W ~

Multi User Selection .

Customer Management v

)

Configuration | Workflow | Reports = My Account

e % v Bir 1 I
User Functions Account Status
# / o
s E
o e

Note the ID in the banner changes to
“CSPAdmin impersonating Install Admin”.

Click on New User and create a sample user
(UserOne). Under Additional Properties, enter
Install Admin as the Manager.

Click Provision at bottom of the form.

Log Off to stop impersonating Install Admin.

CloudPortal™ Services Manager

Home | Customers | Users | Workflow

Users

for Install Test Customer

Management v

e E oo

Multi User Selection

Filter Fields .

Advanced Search >

User Details »

Address e [

Imstall Admin (admngginstal les) |
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From the Users page, select User One and click
Impersonate in the User Functions menu.

CloudPortal™ Services Manager Welcome C5PAdmin

cimpc

Help Leg Off

Home | Customers | Users | Services | Configuration | Workflow | Repors = My Account

Users

for Install Test Customer

Management 4 ® § e ¥ UserOne@instal .I

-

User Functions Account Status

1 #* ’ c
o o

Multi User Selection -

Customer Management v
a4
a

As the user, select Services from the
MyAccount tab.

On the User Services page, subscribe to
offerings from those listed for the Hosted Apps
and Desktops service.

Click Provision.
Log Off to stop impersonating User One.

Note that workflow approval has not yet been
enabled for Install Test Customer, so User One
was provisioned without having to go through a
workflow approval process.

C3FAdmi impersonating Uves One  Help  Log Off

cimpe

Home | Workflow = Reports | My Account

User Services

for User One losted Apps and Dekiops B

User Service Sctup

User Management v

Offerings

Choose Workflow Managers from the
Workflow -> Configuration menu. On the User
Services tab, select Hosted Apps and Desktops
as the filter.

Click the Provision radio button.

Click Save. (This step configures a workflow
manager at the Install Test Customer
management level).

CloudPortal™ Services Manager Wekome C5PAdmin  Help  Log O

cimpe

Home | Customers | Users | Services = Configuration | Workflow | Reports | My Account

Workflow Managers

for Install Test Customer

Customer Managemant >

Related Pages v

Configuration Pages

-
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Create a new user (User Two) for the Install Test

CloudPortal™ Services Manager Wekome (SPAdmin ~ lielp  Log OFF cimypx
Customer. Under Additional Properties, enter Home | Customers | Users | Servcws | Configraton | Workfow | Raports | My Account
Install Admin as the Manager. Usars
for Install Test Customer
. . & 3
Impersonate the user and subscribe to offerings, S -
A - T Create User 3z
as with the other new user. \
=
Custoimer Management v
a :
Next, impersonate the customer administrator to | [ i e vasbhte | 1 azw | CITRPE

approve the pending provisioning request for
User Two.

From the Users menu, select “Install Admin”
and click Impersonate. Choose Workflow ->

Home | Customers | Users | Workflow Reports My Account

Approval Responses

for Install Test Customer © )

Filter

Panding v|

® My Requests. O Al Requests

Approval Requests, and select the pending Raquers Approv
I'equeSt. R.ullud Pages -
Click Request Details.

==

L] L) x
Clicking on Request Details causes a pop-up to 3 Wi fcortemvebCartexDothetWorKllow/Approvalre

appear with additional information.

Since workflow approval was enabled for this
customer, User Two is now subject to the
manager’s approval process before service
offerings can actually be provisioned.

PKey=SubscriberRy 2 - Internet .| = ﬂ-‘

|

il Install

Uger Two Subwmilied & raquest 1o 8dd T Hosted Apps and Deskiops service oL
(L=ErEinetsn al fequires yeur speroval

Crtrix Apphcatons

. & saacdt Excel 2010
» Shared Mcsosol Word 2010

Flease respond 10 e approval request by selectng an ophon balow

TS .
10 view 8B of your BPOTOVEN feguests

Regards

CloudPortal Services Manages
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As the CSP administrator, select the DaaS Test
Customer and enable the default offerings for
users within this customer.

From the Customers menu, select the DaaS Test
Customer. Select Services from the User

Functions menu. Select the offerings from those
listed for the Hosted Apps and Desktops service.

Click Provision.

This step demonstrates how the CSP
administrator can manage any customer’s users
directly.

CloudPortal™ Services Manager

Home | Customers | Users | Services — Configuration

User Services

fot Daas Admin

Wekome CSPAdmin  Help  Log OFf

Workflow | Reports | My Account

cimpxe

r Managemant v

o %5

*

Configuring a Session Machine Catalog for Shared Delivery Site VDI Users

The steps in this section set up a Session Machine catalog for users in a shared delivery site that require

Server VDI desktops using XenDesktop (rather than Hosted Shared Desktops via XenApp).

Launch the App Orchestration Web Console and
select Session Machine Catalogs from the
Design tab. Select “Created externally” from
the Use Machines dropdown list.

The HSD catalog for shared delivery site tenants
is visible in the session machine catalog listing.

I1 App Orchastration

Session Machine Catalogs

Instructions Visual

Configure Basic Settings for the new Server VDI
Session Machine Catalog. Name the catalog
(CSP-SVDI) and check the radio button for a
Single-User OS.

Click Next.

3 App Orchestration

Home: Global Define

On Advanced Settings, select Static for the type
of desktop.

Click Next.

23 App Orchestration

Home

Session Machine Catalog

Advanced Settings
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The Session Machine Catalogs page now shows
two catalogs, one for shared SVDI and one for
shared HSD sessions.

Select the SVDI catalog (CSP-SVDI).

11 App Orchestration

Session Machine Catalogs

A W]

On the StoreFront server in the Shared Delivery
Site Domain (e.g., DaaS-SFO01 or DaaS-SF02),
launch the Citrix StoreFront console. From the
Storefront console, expand the Authentication
panel. Select add/remove Authentication
Methods and check Domain pass-through.

Click OK.

- G Storekront

Actions
Aathentication -\

2ddRernewe Meshed

Authe|

Ove

Validation with Citrix Receiver

This section illustrates how a user connects to the shared delivery site, which validates the installation
of the Citrix software components and the configuration of the shared delivery site. The load balancer
runs Citrix Receiver, simulating a user from a shared delivery site tenant domain connecting to the site.

Instructions Visual

From Stores panel on the Storefront console,
select the SharedSiteStore. Note the URL for
the load balancer.

= Citnx Storebront

[=[om
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If the external StoreFront URL is not yet
available, connect to the internal load balanced
address, in this case:
https://sf-1b.dass.local/citrix/sharedsite.

The installation screen for Citrix Receiver
appears.

Click Install.

On the CloudPortal Services Manager server,
run the Citrix Receiver setup program,
CitrixReceiverWeb.exe. The Setup screen
appears.

Click Install.

Log into Citrix Receiver using a test user and
customer domain defined previously (e.g.,
UserOne@install.test).

CitrixReceiver

A hosted shared desktop (HSD) session
launches, running a session offering defined in
the session machine catalog (CSP-HSD).

CSP-HSD

|

Connecting
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The user can then access Windows applications o T HaD - Gesktop Wiewer -lo
to which the user subscribed when configuring ' ]
the offering.

Micrasoft

Word 2010

This access validates the successful
configuration of the shared delivery site.

Wind ewws. Server 2012 R2 Datacenter
Busld 9500

f 3 T30 P
SRR et

Configuring DaaS Delivery for a Private Delivery Site

Access to published apps and desktops is controlled through the App Orchestration Delivery Groups and
Delivery Sites. StoreFront Server Groups, which can be private or shared, manage desktop and
application offerings for subscribers.

The following sections illustrate the following tasks in configuring service delivery for a new private
tenant (Private Tenant2) in this CVD:

» Install and Configure the Zero Trust Agent (ZTA)

e Configure CloudPortal Services Manager (server roles and location)
» Configure Delivery Sites

» Configure a Session Machine Catalog

« Configure StoreFront Server Groups

» Configure Offerings

Install the Zero Trust Agent (ZTA)

This section illustrates installing and configuring the Zero Trust Agent for a new private delivery site
(domain fi2.local). The Zero Trust Agent (also known as a domain agent) allows the App Orchestration
configuration server to orchestrate resources in a private domain without requiring Active Directory
trusts between the App Orchestration domain and the target orchestrated domain.

For more information, see the Citrix support document Deploying the ZeroTrust Agent in App
Orchestration 2.5.
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Install and Configure the Domain Agent

Instructions Visual

On the server where you are installing the 22 Citrx App Orchestration Instal Center
domain agent (FI2-CPSM, in this CVD), log on
with a domain user account that is also a local

Management Servers

App Orchestration XenApp and XenDesktop 7.5
. . Configuration Server Delivery Controller (and Aj
administrator on the server. e Onhesrsion Aot

From the App Orchestration installation media,
launch Setup.exe to run the Citrix App Vit Doty Agen (VO
Orchestration Install Center and then click App .
Orchestration Domain Agent.

Single User

App Orchestration Domain

Citrix StoreFront 2.5 {and App

When prompted, click Start and accept the End Orhesratin &
User License Agreement. The Citrix App :
Orchestration Domain Agent Setup installs the
agent software.

When the installation completes, it prompts you
to launch the Citrix App Orchestration Server
Configuration wizard. Click Close to continue.

&4 Citrix App Orchestration Domain Agent 2.5 Setup
Installation was successful

The installation was completed successfully.

[¥] Launch Citrex App Qrchestration Server Configuration on exit

From the Citrix App Orchestration Server
Configuration wizard, select Create a new
domain.

&& Citrix App Orchestration Server Configuration

Choose an action to perform

» Create a new domain
Select this option if you want to create a new domain in your Citrix App Orchestration deployment.

» Join an existing domain
Select this optron if you want to join an existing domain in yaur Citrix App Orchestrabon deployment,

Cancel
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Enter the information for the new domain:

&& Citrix App Orchestration Server Configurat Ly

Configuration server — FQDN of one of the M At

configuration servers, a user account that is ] -

Configurstion server address: acl daas.local
efined as a Fu min in and the Configuration server user parmg:  dass\acadmin

defined Full Ad AOQ, and th 5

password for the configuration server user (onngurton sevel prewori S tesases s

account. Domainname:  idlocs

Domain type: Bath (Resource Domain « User Domain) | ¥

Domain — The name of the new domain to be e n e B

defined (fi2.local), and the domain type. Senice password: | sessnasd

. Require password to use this dom

Service user — name and password of the user S et s

account to be used within this domain. This

account must have Full Control permissions for <Back || est» || contoure | | Gance

the App Orchestration root OU in this domain.

Click Next. Note: if the certificate of the App Orchestration server or
issuer is not in the trust store of this Zero Trust Agent
machine, this step will fail.

The Ready to configure screen appears,

.. . . . | && Citrix App Orchestration Server Configuration s
summarizing the information for configuring the | |

new domain in App Orchestration. | Wb

. 1 ction: ¢ main
Click Configure. S e e o
Configuration server address: an(1.daas.local
Configuration cerver uier name: daaganadmin
Domain name: fillacal
Domain type: Both (Resource Domain = User Demain)
Service user name: fiz\aoadmin
Password protection: Disabled
= Back ext Cancel
When finished, a notification appears confirming
.. &3 Citrix App Orchestration Server Configuration X
the configuration is successful.
Configuration was successful
Click Close to continue. s . )
v, The server configuration was completed successully
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Verify New Domain Configuration

The following steps verify that the new domain is configured successfully.

Instructions

Visual

Log on to the App Orchestration web console
and click Define > Domains.

I App Orchestration

Worklons

Workflows . °

4@
nstance ¢ vors

Yispleying 1 of 1

] Fierby: [ Actvepensng 5]

Task - Achons

Before using the new domain (fi2.local, which =2 pp Orchesiration
has a scope of Private), it should be verified that
all appropriate workflows have successfully

completed.

Configure CloudPortal Services Manager

This section illustrates configuring CloudPortal Services Manager for the new private delivery site.
Specific subtasks include:
Configure server roles for Web Directory Services and Provisioning

Configure the new location in Active Directory and the database

For more information, see the CloudPortal Services Manager 11.0 documentation.

Configure Server Roles

The following steps configure the server roles for a new remote location.

Instructions Visual

Log in to the FI2-CPSM server as Admin-User. S e e it e B T
. CiTR|X CloudPortal Services Manager
Start CloudPortal Services Manager Installer,
from the Configure Remote Location page of ERIg s Remcts Location
G ate Deph Confi Fil Tt
the Setup Tool, select Configure Server Roles. Copersie Deploment Conbigueatiniels. R
Install Server Roles ]
Co_n‘lql,.re Se_."\-er i:{o\es I .,,;a
COI‘.‘-i.gL.EE Loca.t?:.:.r m
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Select Configure Server Roles. § x
CiTR!X CloudPortal Services Manager

Select Configuration Task

Configure Server Raoles ey

Deploy Database Updates

Enter the path to the configuration file (created x
earlier in the installation process). CiTRIX" CloudPortal Services Manager

Load Deployment Configuration File
5 : e

I Configuration File:  CraempiCPSMConfig.am Im

Enable the checkbox for Directory Web - ' x
Service. { CiTR!X CloudPortal Services Manager
Chck Next ] Select Configuration Task

q Provisioning
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Accept defaults (from previously specified
configuration file).

Click Next.

CiTR!X CloudPortal Services Manager

Configure Directory Web Service
T Senvice authent

Auto-generate eedentials:

User name: cortex_dirwe_sve
Passumed:

Creste if dossr't exist: v

Service port: 8085

Click Commit.

Confirm the information on the Summary page.

CiTR!X CloudPortal Services Manager

Summary

Directory Web Service

When the configuration completes, click Finish
to continue.

CiTR!X CloudPortal Services Manager

Configuration Complete!

escfully. Pleace retu utorun for amy rema

<,

Create Service Account Configured

Verify ASPNET 4.0 Scttings Configured

< <

Create Site CortexServices
+ Configure 15 Application ‘/Directory’

' Grant Proxy Users Logon Permission
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Repeat, this time configuring Provisioning e T T ee———— T
server role. CITRIX' CloudPortal Services Manager
Select Configure Server Roles. Sl ]
e e ittt e B
' i) ey ol = ; [ Sclect |
Configure Server Roles i
' Con".gu"e.l_acat‘o’-. ctive Directo and the database. m
Select Configure Server Roles. T ' Z =

CiTR!X CloudPortal Services Manager

Select Configuration Task

Configure Server Roles o
Deploy Database Updates e

Enter the path to the configuration file (created - x
earlier in the inStaHation prOCCSS). CiTR!X CloudPortal Services Manager

Load Deployment Configuration File
Specify tt th £ f fi ed earlier. For new deployments, cne

I Configuration File:  CatemphCPSMConfig.xm: | Browse |
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Click Next.

Enable the checkbox for Provisioning.

CiTR!X CloudPortal Services Manager

Select Configuration Task
The following co

e perfarmed al me. Select one ar more to begi

Directory Web Service

Accept defaults, and then click Next.

unt net y o e
SMTP server address:  cpsm2.daas./ocal
SMTP server part: 5 I-_:- ST

Accept defaults, and then click Next.

CiTR!X CloudPortal Services Manager

Configure Queue Monitor Service

Auto-generate credentials:

User name: cortex_gmaon_sve
Password: ansssarsanen
Create if doesn't exist: v
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Confirm the information in the Summary. [ ' z .
. . | CiTR!X CloudPortal Services Manager
Click Commit.
| Summary
Mail Server
Provisioning
When the configuration completes, click Finish | [~ ' 2 -
to COntinue, | ci‘rn!x CloudPortal Services Manager

§

| Coi uration Complete!

lly. Please retum to Autorun for a

« Create System (s & Groups

Configure Cueue Monitor Accourt

{

v Configure Message (ueues

<

Start Queve Monitor Service

v Configure Directory Monitoring Account

v Create Scheduled Tasks Configured

Configure location

Next, provision the location for this new private delivery site in Active Directory and the database. This
task associates the new location with the existing Services Manager instance.

| Instructions | Visual
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In CloudPortal Services Manager, click

earlier in the installation process).

CiTR!X CloudPortal Services Manager

Load Deployment Configuration File

Configuration File:  CtempiCPSMConfigam)

oy S e

x
Configure Location. CIiTRIX CloudPortal Services Manager
Configure Remote Location

Sy et o e Sk Vonoges e i enere e contprain .. IR

e _—

Co_r‘u:jL.rE SIE-'\'EI f:{UhZ.S ) - i i \ “..-,,_,..

Configure Location —
Enter the path to the configuration file (created T ) =

On the Specify Location Name Details page,
enter the name and description for the private
delivery site, and the OU name and display name
for the new tenant.

Note: content is loaded from previously
specified configuration file. If this is not
prepared in the file, enter the appropriate values
(e.g., Location Settings->Name).

Click Next.

CiTR!X CloudPortal Services Manager

Specify Location Details

Name: Flz10cAL

Diescription: Locztion configured for FIZLOCAL
Naime: Custamers

Display name:  Customers OU
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Confirm the information in the Summary. P i ) =
. . CiTR!X CloudPortal Services Manager I
Click Commit. f
Summary 4
leview the settings below and click "Mext' to continue. |
Location Settings

When the configuration completes, click Finish. | [ i g =
CiTR!X CloudPortal Services Manager I
Configuration Complete!

¥ Sawve Location Settings Configured

+  Register Location's Directory Web Service Configured

v Register Domain Controllers Configured

¥ Update Provisioning Engine Configured

STEP <] =

Configure Hosted Apps and Desktops Service

Using CloudPortal Services Manager, configure the server, credentials, and server connections/roles for
the Hosted Apps and Desktops service.

Instructions Visual

Log in to CloudPortal Services Manager, and e —— U
display the Service Deployment page. Filter Home | Customers | Users | Services | Configuraton | Workflew | Reports | My Account
results by Active Delivery Location Services Service Deployment st ommi o o
and use the Location Filter of FI2.LOCAL. E—

Service Filter
Click on Hosted Apps and Desktops to Qi | pepe— (=) -
configure the settings for this service. e e g ¢
Click on Customer Plans. Reated Pages v

Then, click on App Orchestration to configure
the settings for this customer plan.

1 @

L x Delete
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The Configure Service Settings panel is
displayed. Expand the App Orchestration
entry, and select Private Server Group for the
App Orchestration Store Front Isolation
option.

Click Apply changes. Then, click Save.

Configure Service Settings

Creen litional

I change Labe

Modify the display name of the current em

=l App Orchestration

estration Private Metwork

Jement network t

il i3 shared 1

wrk configured within App Orche st

| Private Serser Group

ration Store Front Isolation

Y ¥ e

X Cancelcha

Changes must be applied before saving

Next, display the Credentials page in
CloudPortal Services Manager. Click Add to
add a new credential. The username
csm_haad_selfsvc is created automatically
when installing the CPSM AO Tool in the shared
environment on the App Orchestration server.
Enter a password for this user and the domain
name. (In this CVD, the domain name is daas.)

Click Add.

CloudPortal™ Services Manager Weicome (SPAdmin ~ Help  Leg Off

Home | Customers | Users | Services | Configuration | Workflow | Reports | My Account

. Credentials Overview
Credentials S e s
The crede or wher er credenti
Credentials Managem ent ey
Location Filter o
o _ . e

Related Pages v | [sm_haad_selisve | [NaskjADB%ge [Gaas ~

cimpx

- | cortexcdinws svc | =iDisasTanmir | Pz False

Next, display the Servers page in CloudPortal
Services Manager. Click Add a server. Enter the
server name (AQO01.daas.local in this CVD),
and click Add Server.

CloudPortal™ Services Manager Welcome (SPAdmin ~ Help  Log Off

Home | Customers | Users | Services | Configuration | Workflow | Reports | My Account

Servers Overview
B e t i

Servers e

Managem ent

Location Filter

FI2-HSDOO? » Unknown

FizLOCAL =
c Search Count: 112 1 as
Server Name: ® mcEs B EMC Fil Server
O dessiocal | ®  morM » Vin 012 R2 Datacenter
: ®  monac » Windaws Server 2012 R2 Datacenter
L] FI2-DCOL » Windows Setver 2012 R2 Datacenter
®  moom » Windows Server 2012 R2 Datacenter
® mHD > Windows Server 2012 R2 Datacenter
® s » Unknown
Peleed Eages v ®  F-HsDon » Unknown
®  FHD: » Unknown
L] FL2-HED004 » Unknown
e L] FI2-HSD00S » Unknown
= ®  F2-HSDUG » Unknown
2 .

cimpx
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The server AOO1.daas.local appears in the list of
servers. Click on AO01.daas.local to expand
this entry. Set the “Alias” to the FQDN of the
App Orchestration server (this is critical since
communication between CPSM and AO will
otherwise fail since certificates are used for
securing communication).

Scroll down to the bottom of the Server Setup
panel, and click Save.

CloudPortal™ Services Manager

Home | Customers | Users | Services | Configuration | Workflow | Reports | My Account

Servers

Management
Location Filter

Fl2 LOCAL =

S Refresh server L

* ..

Related Pages

G @

Welcome (SPAdmin ~ Help  Log Off CITR
Servers Overview
s that co f
Search Count: 113 - »
A AooLdassiocel » Unknown
Server Setup L)
Serve 2001 dass local

e e

IP Address Manacement

[Unknown

Next, display the Server Roles page in
CloudPortal Services Manager. Click on the
AOO01.daas.local entry to expand it. Enable the
checkbox for Hosted Apps And Desktops.

CloudPortal™ Services Manager

Home | Customers | Users | Services | Configuration | Workflow | Reports | My Account

Server Roles

Server Roles Overview
Use this screes

A component cannat be removed if It is referenced by a web service.

o select the components that are configured on each server

Welcome (SPAdmin Help Log Off

i h Count: 113 1 - »
Scroll down, and click Save. e —
Manage Server Roles o
Related Pages v Jse f ; | only elo
- pla
™ Data Warehouse
I Directory
F Hosted Apps And Desktops
I Remote AD
I Reporting
=
Server Roles
| Domain Controller
Next, display the Server Connections page in e Weonecrdnn  teb  loson €
CloudPortal Services Manager. Click New Home | Customers | Users | Servies | Configuration | Workfiow | Reperts | My Account
Connection. Then, in the Manage Server i e
Connections panel, select Hosted Apps and EE—
Desktops as the Server Role. Enter the e — .
previously created username in the Credentials | L= = <
Servel AO01.daas local -
field, Port 443, and select https as the Protocol Related Pages e
. . - RL Base: [reomjes
(note that these selections are required). Enable o S
the radio button for App Orchestration. : e
Timeout 200000
Click SaVe_ 5 versior & ppp Orchestration € XenDeskeop Direct © XenApp Direct
B @ Xewu B
An entry fOr HOSted Apps And DeSktops - App CloudPortal™ Services Manager Velcome (SPAdmin ~ Help  Log Off clr)
Orchestration appears in the Server Connection e e T T T | T T PR
Overview. Click on the test icon to test the . R
. . . . conHECtlons e this screen to configure and maintain server connectiol n the =
connection. If the connection is successful, the icon e it e
Management
changes to a green dot. =
FIZLOCAL -] Directory e o
* Hested Apps And Desktops - App Orchestration » AOO1daaslocal
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Next, display the Service Deployment page in

CloudPortal™ Services Manager Welome (SPAdmin ~ Help  Log Off chmpx:
CloudPortal Services Manager. Click on the e e R e T T T
entry for Hosted Apps and Desktops to expand Service Deployment S C e ity vt ot e
that entry, and then click Service Settings. E—
sermf e « Customer Portal Settings >
@ ervices v Hosted Apps and Desktops v]
e e— ° 3
e B Co Fitter: [ Common =l
=l Oc
In the Configure Service Settings panel, scroll R PR e e B e 4 i
not customize the Active Directory name upor
down and expand the App Orchestration entry. xeating » Resouree, This orot name MUST eaniain

Select Farmlso2 as the App Orchestration
Datacenter.

Click Apply changes.

[Offeringhame} within the pattern

®

C Adtive Dy rectory Resources Pat

psources.Hos

I” service Message

A d

cription abaut the senic

once the customer has been provisioned,

# - -
= O App Orchestration Tenant Location Group

= App Orchestration

B W app Orchestration Datacenter | IFurmisch j |
The Data h subscription for the &
customerwill be created. This can not be changed

I'-'-|:mr~~.c.-€|-.-|:7|‘..—_~r: ~AnnCrches

Mame
This is the name that will be used w
group in Adive Directory for 2 cus
registered as a tenant within Ap| Is
oup name must be unique or asi

Changes must be applied before saving

On the Location Service Configuration panel,
click Save.

CloudPortal™ Services Manager Welcome (SPAdmin Help Log Off

Home | Customers | Users | Services | Configuration | Workflow | Reports | My Account

: Services Overvi
Service Deployment U5 e
Management
Service Filter
C Service v Customer Portal Settings >
& 4 on Senvice v Hasted Apps and Desktops v
Location Filter o
Flz2LOCAL - "
Related Pages v
Fpp——
([
bl v Resel 2
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Configure Delivery Sites

Other Web Services

App Orchestration is used to create and configure a new private Delivery Site named FI2-PrivateDS. A
Delivery Site consists of at least two Delivery Controllers (a primary Controller and a backup
Controller). In this CVD, servers fi2-xdc01 and fi2-xdc02 are used as the Delivery Controllers for the

private Delivery Site.

Instructions Visual

In the App Orchestration web console, display
the Delivery Sites.

Click Create new from the Manage menu.

12 App Orchestration

Delivery Sites

=l o

Fill in the Basic Settings information. In this
example, the new Delivery site is named
FI2-PrivateDS, and uses XenDesktop 7.5.

Click Next.

Create Delivery Site

Basic Settings

Name F1z-prvateDs
I incluce description

HenDesktop 7.5

Licensing model UserDevice

Fill in the Location Settings information. Enter
the machine name of the two servers to deploy as
Delivery Controllers to this Site (fi2-xdc01,
fi2-xdc02), and specify the resource domain
(fi2-local) and datacenter (CiscoCVD) in which
they reside. Also enter the administrator group
(SiteAdmins), user name (siteadmin), and
password for the Site administrator.

Click Next.

2 App Orchestration

Home

Create Delivery Site

Basic Setongs

Location Settings

Location Seftings

Macnine name: fizde01

fizxdcdd]

Network FI2-Netwark
Domain: fizlocal

Datacerter

Dieinvery Ste admin group:

User name Fi#\siteadmin

Passwort
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Fill in the Database Settings. Enter the database
server, database name, and database
administrator and password.

Click Next.

2 App Orchestration

Home

Create Delivery Site

Basic Seftings

Location Setngs

Database Setings

Database Settings

Database server
Database name:
User name

Password

fizsglcu

FlI-PrvateDsSte

fiRadministrator

FUse defauft Configuration Logging database seltings

Senver:

Name:

FUse defaut Monitoring datanase settings

A summary is displayed. Confirm the
information you entered is correct.

Click Save.

T2 App Orchestration

Database Seltings

Summary

Praguct type

Licensing mode!

Location Settings

Macnine name:

Network
Domain

Datacenter

Delivery Site admin group

User name

Database Settings

Database server

Database name:

User name.

Contiguration Logging Database
Server

Hame

Monitoring Database

Server.

Marme,

XenDeskiop 7.5

UsenDevice

fi2-age01
f2-x0602

Fiz-Network
fizlacal
CiscocvD
SiteAdming

finsteadmin

fizsgiciu
FI2-Private0sSte
fiRadministrator

n2sgiciu
FI2-PrivateDsLogging

fizsgielu

Fl2-PrvatzDShonterng

App Orchestration creates the Delivery Site and
joins the Delivery Controllers to it.

When it completes, the new Delivery Site is
displayed in the list of Delivery Sites.

% App Orchestration

Configure StoreFront Server Groups

This section describes configuration steps required to create a StoreFront Server Group and specify the

servers to add to it. A Server Group consists of at least two StoreFront servers. StoreFront is

Active/Active using load balancing. In this CVD, a StoreFront FI2-PrivateSF is created using servers

fi2-sf01 and fi2-sf02.
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In the App Orchestration web console, display
the StoreFront Server Groups.

Click the Add StoreFront Server Group
button.

22 App Orchestration

Lotation

Anange by | Relevance

Tenants

Fill in the Basic Settings information. Enter the
name for the StoreFront (FI2-PrivateSF), SSL
certificate information, and load balancer URL.

Click Next.

21 App Orchestration

Home

Add StoreFront Server
Group

Basic Settings

Basic Seffings

Name

Assign SSL certifcate:

SSL certiicate menoty name
SSL certincate Iocation
Passworg

Loag barancer URL

Cancel

Workiows

FII-Privates?

I Include descrpton

© Use Bxsting
@ Assign New

we iz ocal
\fiz-cpsmianshareyer fiz local ph
senssses

ntips:/fstorefrontiz local

Fill in the Location Settings information. Enter
the names of the two StoreFront servers
(fi2-sf01, fi2-sf02) and the network
(FI2-Network), resource domain (fi2.local), and
datacenter (CiscoCVD) in which they reside.

Click Next.

2 App Orchestration

Add StoreFront Server
Group

Basic Settings

Location Settings

Location Settings

Macnine names,

Hetwori
Resource domain

Datacenter.

fiz-sfoL

fiz-sfo

FIa-Network

fi2docal

CiscaGvD

A summary is displayed. Confirm the
information you entered is correct.

Click Save.

1 App Orchestration

Home

Add StoreFront Server
Group

Basic

Summary

Summary

Basic Settings

Name:

SSL cerificate frizndly name:
SSL centficate ocation

Load baiancer URL

Location Settings

Machine name:

Domain
Datacenter

Hetwork:

Cancel

Fi2-Prvatese
we_fi2 local
\i2-epsmaasharewe_fi2 local pi

ips STOrEIFont N2 1063

fiz-sfa1
fiz-sraz

fizlocal
Ciscatvn

FI2-Metwork
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App Orchestration creates the new server group
and adds the StoreFront servers to it.

When this process completes, the new
StoreFront Server Group is displayed in the list
of Server Groups.

I3 App Orchestration

Configure a Session Machine Catalog

App Orchestration is used to create and populate two Session Machine Catalogs. The first,
FI2-IsolatedHSD, is used for delivering shared desktops to users in the private delivery site. The
second, FI2-IsolatedSVDI, is used for delivering VDI sessions in the private delivery site.

Instructions Visual

In the App Orchestration web console, display
the current Session Machine Catalogs.

Click Created externally from Use Machines
menu.

11 App Orchestration

Session Machine Catalogs

Diplyig 4 o4 P

Froduct

First, create the catalog for HSD. Fill in the
Basic Settings information, specifying a name
(F12-IsolatedHSD) for the Session Machine
Catalog and enabling the Multi User radio
button.

Click Next.

I3 App Orchestration

Hame

Session Machine Catalog

Basic Settings Name: Fiz-tsolsted 50|

I~ incluge descriptian

© single User
@ Mul user

Fill in the Advanced Settings information.
Change the Number of users allowed per
machine to 50.

Note: this value of 50 is an example value only;
this value strongly depends on the sizing of the
VMs.

Click Save.

22 App Orchestration

Session Machine Catalog Basic Seftings  Show Detsi=

Basic Settings
Advanced Settings
Advanced Settings

Snort name: ® oo

Delivery controiler type: Ear

Number of users allowed per machine

Include CPU 2nd memory. Ed

Canee - |
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Repeat, this time creating the catalog for VDI
sessions.

Click Created externally from Use Machines
menu.

1 App Orchestration

PR—— e

Fill in the Basic Settings information, specifying
a name (FI2-IsolatedSVDI) for the Session
Machine Catalog and enabling the Single User
radio button.

Click Next.

12 App Orchestration

Home

Session Machine Catalog Basic Seftings

Basic Setungs Name: FI2-1solatedSvDI

I~ include description
@ single User

08 Type
. © Ml user

Accept the defaults on the Advanced Settings
dialog.

Click Save.

I App Orchestration

Home

Session Machine Catalog Basic Seltings  show Details

Basic Settings
Advanced Settings
Advanced Settings

short name: @ Eon

Type af eskiop Eon

Now that the catalogs are created, add session
machines to them.

Select the FI12-IsolatedHSD entry in the Session
Machine Catalogs list.

2 App Orchestration

Deliver workions

Session Machine Catalogs e ©
Dispiaying s of5 avangs by Rooorce B ey Soovat 5]

Click the Add Machines button.

FI2-IsolatedHSD e Daies
e isdatach

Produd type ¥enDecktop 7 &

Allocated. o

Unallocated o

Version 1
© Avsilable applications sre unknown. Add more machings.

Session Machines Offerings Subsciptions Delivery Giougs

Displaying 0 of0
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Enter information in the Basic Settings dialog,
including the machine names, network, and
resource domain and datacenter in which these
session machines reside.

Click Save.

22 App Orchestration

Hame

Add Sessicn Machines

Basic Settings

Basic Seftings

Macnine names:

Network:
Resource domain

Datacenter

Cancel

FIZ-H3D001

Fz-Hs0002 x
2S00 b
#5000 x
FI2-HSD005 + X
#1-tuenwork

fzlocal
CiscalVD ]

Repeat, this time adding machines to the SVDI
catalog. Select the FI2-IsolatedSVDI entry from
the Session Machine Catalogs list.

12 App Orchestration

workions

e —

|

Click the Add Machines button.

workions

e —

|

Enter information in the Basic Settings dialog,
including the machine names.

Click Save.

1 App Orchestration

Hame

Add Session Machines

Basic Sertings

Basic Seftings

Machine names:

Network
Resource domain.

Datacerter

Cancal

Fu-svooL
m-svoioez x
m-suoioo: x
F2-5VDI004 x
F2-SVDI0OS + X
2 ework

fiziocal
CiscalVD k]
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This section describes how to make applications and desktops (hosted on the Session Machines)
available for tenant subscription. In this example, new offerings are added to the FI2-IsolatedHSD
Session Machine Catalog. Then, a new customer (tenant) is added and given access to these offerings.

Create New Offering

To create offerings, App Orchestration is used to specify the applications and desktops you want to
include and the isolation level at which you want to provide the offering to tenants. In this example, a
new offering is created in the FI2-IsolatedHSD session machine catalog.

In the App Orchestration web console, click
Design->Offerings to display the current
offerings.

Then, from the Create menu, select Desktop
Offering.

Instructions Visual

2 App Orchestration

The Session Machine Catalog is displayed.
Enable the radio button for the
FI2-IsolatedHSD Session Machine Catalog.

Click Next.

Home

New App Offering

Session Machine Catalog

Scroll through the list of applications, and enable
the checkboxes for the applications you want to
include in this offering.

Click Next.

T2 App Orchestration

Home

New App Offering

Session Machine Catalog

Applications

Applications

soaey (G5

Installed Apps

(R | Hru‘a
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In the Advanced Settings, first edit the
Isolation mode and change it to
PrivateDelivery Site.

Then, edit the names to be displayed to
administrators. For convenience and clarity, “FI2
HSD” is prepended to the name of each
application.

Click Save.

22 App Orchestration

New App Offering
Session Machine Catalog
Appications

Advanced Settings

Advanced Settings

©Shared Delivery
Group

Cprivale Delivery Group
Fprivale Delivery Site

Description Edit

Isaltion mode: @

Namefs) to be displayed to administrators

45 | rz w50 oot xcel 201
12 HSD Microsoft Ouiook
iz HSD Microscit PawerPe

P |72 w0 nicrosot ublisher

5 | Fiz HsD Microsott werd 20

The newly created offerings display in the list of
Offerings.

1% App Orchestration

Offerings

o [X§ F2
o [B5F

e PE‘F

o |[Pg"

o (Wl rnsom

Armange by | Relewance =] Fitorty | Stowal =]

Isola

1 Access 2010 Private Del
# Excel 2010 1
4 Outlock 1 P 4
it PowerPoint 20 B

Using CloudPortal Services Manager, view the offerings for the FI2.LOCAL domain.

From the Services tab of CloudPortal Services
Manager, select Hosted Apps and Desktops
and then Offering Management.

CloudPortal™ Services Manager

ey ———

Welcome (SPAdmin ~ Uelp  Log Off

cimrpe

Configuration

Worlkflow | Reports | My Account

Group Management

Connections | Hosted Apps and Desktops s I Otfering Management ] .
TR m
Management
Locaton Fiker
[Reroca 5] » FI2-CPSM LY
* chestatio » 001 dazs local °

Related Pages

3 )]
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Select the FI2.LOCAL from the Location menu
to display the hosted apps and desktops for this
location.

Note that there are two offerings for Excel.
Because they have the same name, it’s not
readily apparent which offering is for the
FI2.Local location/HSD.

CloudPortal ™ Services Manager

Home | Customers | Users = Services | Configuration | Worldlow

Hosted Apps & Desktops

Citrix Apps Non-Cirix Apps Resources

Preate Delrvery Ste ]
Configured  Dffering
= Deskiop L
Ko # Deskiop SYDIFIL

Microsoft Access 2010

B B

Microsoft Access 2010

Microsoft Excel 2010

Microsoft Excel 201

B E K

Migrosoft OneNote 2010

Microsoft Outlook 2010

8]

Microsoft Outlook 2010

=

Microsoft Powerfoint 2010

=

Microsoft Poweroint 2010

=

Microsoft Publisher 2010

Isolation Motle:

Private Delivery site

Private Delivery Site

Private Delivery Site

Private Delivery Site

Private Delivery Site

Private Delivery Site

Private Delivery Site

Private Delivery Site

Private Delivery Site

Private Delivery Site

Private Delvery Site

Private Delvery Ste

cimix

Welcome (SPAdmin ~ Help  Log Off

Reports \ My Account

Select ll

Used By

Edit Offering

In this section, the newly created offerings are edited so that they have names that are more easily
associated with the F12-IsolatedHSD catalog. This is also useful for transparency in later CloudPortal

Services Manager use.

Instructions Visual

In the App Orchestration web console Offerings
list, select the FI2 HSD Microsoft Access 2010
offering.

T App Orchestration

Offerings create )
hats an Ofer
Dispiaying 23 01 23 Anange by | Relsvance =] Fiteroy | Stowal =]
jam solston Moge
= F12 HSD Microsof Access 2010 Frivate Delivery Sita
o A
° F& Fi2 HSD Microsol Excel 2010 Private Delvery Site
o (OF F2HSDMcos A Cutlock 21 Fii

Click on the Edit button to edit this offering.

I App Orchestration

[AZ FI2 HSD Microsoft Access 2010

Create databases and programs 10 track and manags your information by using MicrsoR Access

cess 2010
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Edit the settings for this offering. In this CVD,
the Display name was changed to include “FI2
HSD”. For example, “Microsoft Access 2010”
was changed to “FI2 HSD Microsoft Access
2010”.

Click Save Offering.

Repeat this step for all other offerings. In this
CVD, that includes Microsoft Excel, Outlook,
PowerPoint, Publisher, and Word.

Edit Offering

Name:
Short name
Display name

Description

Tooltip

Enabled

Basic Settings

FI2 HED Microsoft Acces
FI2 HSD Microsoft Access 2010

3 Microsoft hccess 2010

Create databases and programs to
track and manage your information by
using Microsaft Access,

Fyes

o, but still visible

ho, and not visible

S

Create New Customer

This section illustrated creating a new customer (tenant). To add a tenant, you create the tenant,
create an administrator for this tenant, and provision services.

In CPSM, select Customers from the QoudPoral= Services Manager Weome(Shdain  te Lson  CHRPC

Customers tab to display the current list of
customers.

Home Users | Services | Configuration | Workflow | Reports | My Account

Manag Customer Hierarchy - » daas.ocal A:d
* Canfiguration » dasstest 1@
= » installzest 1 @
& » private-tenantl.com @
Filter Fields v

Show customers wher the

Domain be

Z | Viewh
Currently displaying all customers

Results perpage: [20 =

Click New Customer.

CloudPortal™ Services Manager Vielome (SPAdmin  Help  LogOH
Home | Customers = Users | Services | Configuration | Workflow | Reports | My Account
Search Count: &
Customers
ot = @ '8 Cisco Senice Provider. » daaslocal A:>®
® 2 P daastest 1@
® & Install Test Customer » install.test 1®
L3 ® & Prste TenortliPTy » private-tenantl.com ®
Filter Felds v

Currently displaying all customers

Resuls per page: |20 -
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Enter Customer Details.

@} Create Customer @ reate Administratol

oreation proce
13t admnin) stratar for

Customer Details o, v

Then, click Provision. FZLOCAL g

)

In the Domain Management section, enter the
domain name for this client. Click Update.

Full Marme * |Driwe¢e Tenant2
|PT2
IAdm n Private Tenant2

den'- in@privatetenantZ.com

Deomain Management v
' i
qnenMAEnwiz Corm)| I

()

Advanced Properties >
o-o.._..,x ancsl P Acrvoual 7
Next, create the administrator for this new
customer. Enter user details and password. @ Create Customer ® provision Service
B CUSDOm Tion proc Il automatically take ystem by cre
. o e then the first agministrator for the customer to st
Click Provision.
User Details v
Lphy * [adtrnin o | privata-tenam2 com =]
Username * I L
Ehames * IAdrn:n
ast Mame * IFnume Tenent?
Cizplay Mame lAdm:n Ervats Tenan2
& . | Y
Password Configuration v
Password ¥ (TTTTTTT]
onf T
Account Settings »
Email Addresses >
0 oIzl X ancel % provE I
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Click on Hosted Apps and Desktops to
configure.

@ Create Administrater @ Provision Servicas
configurs and assig £ s=rvice t 13 mer. Llze th e
' ustamer 1 ti
@  Customer Partal Settings »

I Hosted Apps and Desktops I » 0
Reselier - DALTLOCAL > Q
Reseller - FILLOCAL » ]
Reseller - FIZLOCAL » [}

Click on Advanced Settings.

Service Plan Configuration
Customer Plan

|.€~pp3rcnestr:1ic|r j E

Lepravisian iq Approval Emai

Expand the App Orchestration item, and click
the checkbox for App Orchestration Store
Front Isolation. Choose Private Server Group
from the menu.

Click Apply Changes.

(=

©
.
NE

Service Plan Configuration

AppOrchestration bl

p Orchestration

™ app Crchestratian Private Network Name

The

(-

AN

I
X
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Click Provision.

Service Plan Configuration

Custamer Plan I.&pp.jn:'!esmzﬁgr- j
that should be applied to the
dit button to view o

When the provisioning for hosted apps and T TTT— o

desktops completes successfully, the status light | | eme | cotomer | ues | serviee | contisuration
turns green.

Worlflow | Reports | My Account

Customer Services @ cres

for Private Tenant2

Customer Management v

U Be g

Private Tenant2

yYY v vy

Configure Private Tenant

After the new tenant is created, use App Orchestration to configure it. In this example, we configure the
new tenant to use private network isolation.

In the App Orchestration web console, click P p—
Deliver->Tenants to display the list of tenants.
Click on the entry for PT2 — Private Tenant2.

Tenants R WP

Amange by | Relevance =] Fiter by | Shows -l

Sto
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Click on the Edit button.

** App Orchestration

checkbox for Use private network isolation and
enter the name for the Private management
network.

Click Save.

Network isolation
/ B Use private network isolation

Private management network EIZ-Hath g o

Other private Dellvery Group networks: aptianal

Cancel

PT2 - Private Tenant2 Eacaangllad

Created by Citrix CloudPortal Serices Manager
pizprvsiete
FZlocal

User F2local

NetScaler Gateway isolation:  Shared

StoreFront solation Frivate sewver group

Extermal StoreFrort ses ps 1190 ciscocud Com/CHIKPT2PvateTenan2

Subscriptions Dlvery Grougs Delver Slizs
o
.
Ol’l the Network ISOlatlon tab, enable the Edit PT2 - Private Tenant2 [ ~]

‘@

In CPSM, Select Hosted Apps and Desktops
and then Offering Management from the
Services tab.

jices Manager

Customer Servic|_flos=d?

for Private Tenant?

Customer Management

PO o

Heme | Customers | Users

nfiguration = Werldflow | Reports | My Account

v Offering Management | @ Pouision Services

Yy v vy

Select FI2.LOCAL from the Location menu to
display the hosted apps and desktops for that
location. Then click on the entry for FI2 HSD
Microsoft Access 2010 to edit that offering.

CloudPortal™ Services Manager Welcome (SPAdmin  Help  Log OH

Home | Customers

Hosted Apps

| Users | Services | Configuration | Workflow | Reports | My Account

& Desktops

Citrix Apps Maon-Citrix Apps Resources Seleatdll

. | Prte Dekvery Stz [ a
Configuied  Offering Isolation Motle Used By
Ho = Frivate Delivery site
Ho = Frivate Delivery site
| o [&] 1z HSD Micrasoft Access 2010 Private Delivery site
Mo [&] 1z HsD Microseft Excel 2010 Private Delivery Site
H G] Fz HSD Microsoft Cutiook 2019 private Delivery site
Ha [Bl 1z HsD Micrasoft Powerpoit 2010 private Delivery site
Ho Bl 1z HsD Microsoft Publisher 2010 private Delivery site
Ho [#] F1 4SO Micrasoft word 2010 private Delivery site

cimpe
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Other Web Services M

Enable the checkbox for Mark as private

application. Enter the customer name (“Private P
vy - . : FI2 HSD Microsoft Access 2010
Tenant2” in this example). et
Chck Save Display narme: 12 HED Microsoft A |
Cescription: Create databases EI
programs fo trac
rranage your informatios ll
Frice:
ost
Code: @
[T Allocate as default applicabon @
W Mark 35 private application @
Prvate Tenantd
Have Cance

Now, the entry for the FI2 HSD Microsoft

CloudPortal™ Services Manager ¥elcome CSPAdmin Help. Log Off

Access 2010 offering shows that it is configured | | veme | cswnes v sevics | comourston | wordion
and used by Private Tenant2.

Reports | My Account

Hosted Apps & Desktops
Repeat this configuration for other offerings. In e - .
this CVD, that includes Microsoft Excel, EHWN”JPP o q —
Outlook, PowerPoint, Publisher, and Word. —— e ity
No B Deskiop FIL Private Delivery Site
Yes (@] F1z H5D Microsoft Access 2010 Private Delivery Site Private Tenantz
Mo [&] F1z 45D Microsoft Excel 2010 Private Delivery Site

Configure Customer Services for Private Tenant

Before provisioning the offerings to the customer, the following steps confirm that the offerings are
provisioned to the customer.

| Instructions | Visual

Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure g
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Display the customers in location FI2.LOCAL. e — Wekone(Sthinn ta  lmot  CIRX
For the customer Private Tenant2 (PT2), click Home | Cotomers | ners | Services | Cofiguration | Workflow | Repers | My Accoune

Mew Customer

Services. CusthieS e

Customer Services

Serch Count: 1
Mang, Customer Hisrarchy -
* Configuration
3 ® & Peivate Tenant2 (PT2) ¥ private-tenant2.com 1@
Custom er Functions
Manage and configure se
v

Currently displaying all customers

Resuls perpage: [20 @

The Customer Services for Private Tenant2 are T —
displayed. Select Hosted Apps and Desktops. Heme | Custamers | wees | Services | Configuraton | Woritow | Raports |y Accours

Customer Services

for Private Tenant2 > I
Customer Management v > 0 :
A Reseller - FILLOCAL > 0
& Reseller - FIZLOCAL » o
The Service Plan Configuration is displayed. e
Verify the offerings are enabled and using . § [#ppOrchestation |
Isolation Mode Private Delivery Site. il gk el
Click Provision.
| Selecrall Page L
Filter by: Al ﬂ e
17 (Al FIz HSD Microsoft Access 2010 Private Delivery Site a
W |Z FIZ HSD Microsoft Excel 2010 Private Delvery Site 1]
F 0 FI2 H5D Microsoft Outloak 2010 Private Delivery Site g
W B FL2 H5D Micresoft PowerPoint 2010 Private Delivery Site 1]
F  [B] Fl2 HSD Microsoft Publisher 2010 Private Delivery Site 4
&g i
° P i 9 Jef =W [ il
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Configure Users for Private Tenant

Other Web Services

Next, add and configure a user for Private Tenant2.

Instructions
In CPSM, display the Customer Services for
Private Tenant2.

Click Private Tenant2.

Visual

CloudPortal™ Services Manager Welcome (SPAdmin~ Help  Log Off

Home | Customers | Users | Services | configuration | Workflow | Repor= | My Account

Customer Services

for Private Tenant2

@ Hosted Apps and Desktops

r Yy wewew

Customer Management v Reseller - DAASLOCAL o
= = Reseller - FIZLOCAL o

Private Tenani2

Customer Search

Information about Private Tenant2 is displayed.

Click Users.

CloudPortal ™ Services Manager

Welcome CSPAdmin  Help  LogOff

Home | Customers | Users | Services | Configuration | Worlflow | Reports | My Account

Customers Gisplaying custemers with ID 5 and in location
Count: 1

Managem ent v

*

= ® & Prvate Tenant2 (PT2) » private-tenantz.com @
Customer Functions
3 b e the use

Filter Fields v

Currently displaying all customers

el

Click New User to start adding a new user.

CloudPortal ™ Services Manager

Welcome (SPRdmin

Home \ Customers | Users  Services | Configuration | Workflow | Reports | My Account

Search Counts 1

Users

for Private Tenant2

Ilanaf!malt v
B eponober
2 g

@ 5§ Admin Prvate Tenant2 » admin@private-tenant2.com
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I Other Web Services

Enter user details and password information.

Click Provision.

:1} Create User @ Provizion Services

he user oeation process will automatically take you to the user sendoes screen ance the use

Deen oreated

User Details

PR |usen o | privatatenant? com =
Username * Iu53,1 aT2

First Marmes * Il.,-sef'

LastT IL'ne

Ci ILser Cne

enfirm Password ¥ (LLLLTTT} {?}
Account Settings

Email Addresses

The User Service Setup screen is displayed.
Enable the checkboxes for the offerings this user
will subscribe to.

Click Provision.

Hosted Apgs and Desktops

User Service Setup

(ol Default

Offerings

Filter by: = All j Q

[A] F12 HSD Microselt Access 2010
|&] FIz 45D Mlicroseft Excel 2010
0| FI2 HSD Micrasoft Cutlook 2010

F_| F12 H5D Microsoft PowerPoint 2010

Gt B+ B« B o

El FI12 H3D Microsoft Bublisher 2010
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Test Setup, Configurations, and Results

In this project, we tested the functionality of provisioning 10 separate tenants with differing tenant
models ranging from a shared infrastructure and workload server model to completely isolated tenants
running on their own dedicated hardware and infrastructure.

Login VSI

We utilized Login VSI version 3.7 to configure a test that allowed us to have 10 separate tenants with
up to 2000 users login simultancously. We used the custom command .csv file option to have separate
users from separate domains able to participate in a single test.

Since this was not a performance load test, no CPU or VSIMax graphs will be included in this paper.

Cisco UCS Test Configuration for Testing Tenant Offering Access

For our testing we provisioned our users as follows.
e 4 tenants with 50 users each to share the common infrastructure.
» 1 tenant with 100 users to share the common infrastructure.
e 2 tenants with 150 users each to share the common infrastructure.
¢ 1 tenant with 200 users in a private isolation model with dedicated hosts and infrastructure.
e 1 tenant with 500 users running on shared infrastructure but dedicated hardware.

» 1 tenant with 700 users in a private isolation model with dedicated hosts and infrastructure.

Hardware components

e 2 X Cisco UCS B200-M3 (E5-2650v2) blade servers with 256 GB of memory (16 GB X 16 DIMMS
@ 1866 MHz) Infrastructure Servers

e 14 X Cisco UCS B200-M3 (E5-2680 @ 2.8 GHz) blade servers with 256 GB of memory (16 GB X
16 DIMMS @ 1866 MHz) to run SVDI and RDS workloads on.

e 1X VIC1240 Converged Network Adapter/Blade (B200 M3)
e 2 X Cisco UCS 6248UP Fabric Interconnects
e 2 X Cisco Nexus 5548UP Access Switches

e 1 X EMC VNX5600 system with 32 x 600GB SAS drives, 24 x 2TB Near Line SAS Drives, 3 x
100GB Flash Drives (Fast Cache) including hot spares.

Software components
e Cisco UCS firmware 2.2(2c¢)

e Cisco UCS Director 4.2Cisco Nexus 1000V virtual distributed switch

e VMware ESXi 5.5 Hosts

» Citrix XenDesktop 7.5 Server VDIl Desktops and RDS Hosted Shared Desktops

« Citrix Provisioning Server 7.1

« Citrix User Profile Manager

*  Microsoft Windows Server 2012 R2 64 bit, 1vCPU, 1.5 GB RAM, 24 GB hard disk/VM
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W Test Setup, Configurations, and Results

e Microsoft Windows Server 2012 R2 64 bit , 4 vCPU, 16GB RAM, 50 GB hard disk/VM

Testing Methodology and Success Criteria

All validation testing was conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on pure functionality of the Citrix DaaS Provisioning process, new tenant
on-boarding and the ability of 2000 users spread across 10 different tenants being able to login
simultaneously.

The figure below shows the Citrix Studio results during the test of the shared DaaS tenants. Tenants 3-7
have 2 Delivery Groups each with 90% of their users on Hosted Shared Desktops and 10% on Server
VDI desktops.

£ Citrix Studio (SharedSite)
O Search
™ Machine Catalogs
£ Delivery Groups Delivery Groups | Applications {0)

[Z Policies

Delivery Group + | Machine type No. of machines Sessions in use No. of apg

[# Logging ciscocvd-sharedtenan]-stdstd-PW-DA Windows Desktop OS s K

4 > Configuration
£ Administratars

£ Controllers

abled Unregistered: 0
Windows Desktop 05

=]

isconnected: 0

5

Unregistered: 0 Disconnected: 0

= Hosting
TR iscocvd-sharedtenanl-st8st8-PW-Dit Windows Desktop OS5 15 14
abled Unregistered: 0 Disconnected:

@ storeFront
[y App- Publishing

cvd-sharedtenan1-st9st3-PW-DA Windows Desktop 05 15 135

State: Enabled Unregistered: 0 Disconnected: 0
cvd-sharedtenan1-st7st7-PW-DA Windows Desktop OS 10 10
Enabled Unregistered: 0 Disconnected: 0
cvd-sharedtenan1-stst3-PW-DA Windows Desktop OS5 3
State: Enabled Unregistered: 0 Disconnected: 0
iscocvd-sharedtenan1-st3st3-PW-DA Windows Desktop 05 -]
abled Disconnected: 0
cvd-sharedtenan1-st10st10-PW-DA Windows Desktop OS 47
rabled Disconnected: 0
-sharedtenant-st3st3-PW-DA Windows Server 0§ 42

abled Disconnected: 0
cvd-sharedtenant-stst6-PW-DA Windows Server OS 45
Enabled Disconnected: 0
iscocvd-sharedtenant-st7st7-PW-DA Windows Server OS 88
rabled Unregistered: 0 Disconnected: 0
cvd-sharedtenant-st9std-PW-DA Windows Server OS 3 134
State: Enabled Unregistered: 0 Disconnected: 0
cvd-sharedtenant-st8st8-PW-DA Windows Server OS 5 134
vabled Unregistered: 0 Disconnected: 0
ovd-sharedtenant-stdstd-PW-DA Windows Server 0§ 2 43
State: Enabled Unregistered: 0 Disconnected: 0
ciscocvd-sharedtenant-st3st3-PW-DA Windows Server OS 2 4
S rabled Unregistered: 0 Disconnected: 0
ciscocvd-sharedtenant-st10st10-PW-DA Windows Server OS 18 448
State: Enabled Unregistered: 0 Disconnected: 0

The figure below shows the Studio results for our Private Isolated Tenant 1 model. They had a total
of 200 users with 90% using Hosted Shared Desktops and 10% using Server VDI Desktops.
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4 Citrix Studio (FI1-DS1)
O Search
= Machine Catalogs
£ Delivery Groups Delivery Groups | Applications (0}

[= Policies Delivery Group 4 | Machine type Mo. of machines Sessions in use No. of apj

i Logging farmiso1-filhsd-ptprivateten-PF-DA Windows Server... 7 178
4 B Configuration State: Enabled Unregistered: 0 Disconnected: 0
% é:nmt'r?;z':t”” farmisol-filsvdi-ptprivateten-PF-DA Windows Deskto... 20 20
State: Enabled Unregistered: 0 Disconnected: 0
= Hosting =
& Licensing
A StoreFront
@ App-y Publishing

The figure below shows the Studio results for our Private Isolated Tenant 2 model. They had a total
of 700 users with 90% using Hosted Shared Desktops and 10% using Server VDI Desktops.

4 Citrix Studio (FI2-D37)

0 Search

g Machine Catalogs

£, Delivery Graups Delivery Groups | Applications (0}

!3 Pnlicw.es Delivery Group + | Machine type No. of machines Sessions in use

# Logging i farmiso2-fizhsd-pt2privatete-PF-DA Windows Server 05 25 626

b & Configuration State: Enabled Unregistered: 0 Disconnected: 0

farmiso2-fizsvdi-pt2privatete-PF-DA Windows Desktop OS 70 70
State: Enabled Unregistered: 0 Disconnected: 0

Scalability Considerations andGudelines

There are many factors to consider when you begin to scale beyond 2000 Users, two chassis 8§ mixed
workload SVDI/HSD host server configuration, which this reference architecture has successfully
tested. In this section we give guidance to scale beyond the 2000 user system.

Cisco UCS System Scalability

As our results indicate, we have proven linear scalability in the Cisco UCS Reference Architecture as
tested.

» Cisco UCS 2.2(2c) management software supports up to 20 chassis within a single Cisco UCS
domain on our second generation Cisco UCS Fabric Interconnect 6248 and 6296 models. Our single
UCS domain can grow to 160 blades.

«  With Cisco UCS 2.2(2c¢) management software, released in May 2014, each UCS 2.2(2c¢)
Management domain is extensibly manageable by UCS Central, our new manager of managers,
vastly increasing the reach of the UCS system.
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As scale grows, the value of the combined UCS fabric, Nexus physical switches and Nexus virtual
switches increases dramatically to define the Quality of Services required to deliver excellent end
user experience 100% of the time.

To accommodate the Cisco Nexus 5500 upstream connectivity in the way we describe in the LAN
and SAN Configuration section, we need two Ethernet uplinks to be configured on the Cisco UCS
Fabric interconnect. And based on the number of uplinks from each chassis, we can calculate
number of desktops can be hosted in a single UCS domain. Assuming eight links per chassis, four
to each 6248, scaling beyond 10 chassis would require a pair of Cisco UCS 6296 fabric
interconnects.

A 25,000 virtual desktop building block, managed by a single UCS domain, with its support
infrastructure services can be built out from the RA described in this study with eight links per
chassis and 152 Cisco UCS B200 M3 Servers and 8 infrastructure blades configured per the
specifications in this document in 20 chassis.

Of course, the backend storage has to be scaled accordingly, based on the IOP considerations as
described in the EMC scaling section. Please refer the EMC section that follows this one for scalability
guidelines.

Citrix DaaS Scalability Considerations

Citrix Desktop-as-a Service (DaaS) environments can scale to large numbers of tenants and users,
especially given the simplicity of provisioning and managing the provider environment with the
combined solution of Citrix App Orchestration and CloudPortal Services Manager.

For this CVD, the environment was configured to support, overall, 2000 users and 10 tenants. The
distribution of Hosted Shared Desktops (HSD) and Server VDI desktops (SVDI) followed a ratio of 90%
HSD and 10% SVDI, which is common is many real-world customer deployments.

When implementing Citrix DaaS with Citrix XenDesktop 7.5, system architects should carefully
consider a number of factors, including the following:

The number and types of tenants and whether each tenant uses a shared or private delivery site
Types of desktops that will be deployed and the quantity of each type (HSD and SVDI)

Types of storage in the environment

Data protection requirements

Write cache size and placement for pooled desktops

When designing a solution based on this CVD environment, it's recommended that solution architects
follow the best practices used in this CVD's implementation:

Use an N+1 schema for the virtualization host servers to provide resiliency. In the CVD
environment, all host servers were configured with N+1 redundancy.

Configure network adapters on all Provisioning Servers using static IP addresses. Separate
management networks for these servers should also be configured.
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EMC VNX5600 Storage Guidelines for Mixed Desktops Virtualization

Workload

Sizing VNX storage system to meet virtual desktop IOPS requirement is a complicated process. When
an I/0 reaches the VNX storage, it is served by several components such as Data Mover (NFS), backend
dynamic random access memory (DRAM) cache, FAST Cache, and disks. To reduce the complexity,
EMC recommends using a building block approach to scale to thousands of virtual desktops.

For more information on storage sizing guidelines to implement your end-user computing solution on
VNX unified storage systems, refer to the EMC VSPEX sizing tool portal.

Cisco Reference Doucments

Cisco Unified Computing System Manager Home Page

http://www.cisco.com/en/US/products/ps10281/index.html

Cisco UCS B200 M3 Blade Server Resources
http://www.cisco.com/en/US/products/ps10280/index.html

Cisco UCS 6200 Series Fabric Interconnects

http://www.cisco.com/en/US/products/ps11544/index.html

Cisco Nexus 5500 Series Switches Resources
http://www.cisco.com/en/US/products/ps9670/index.html
Download Cisco UCS Manager and Blade Software Version 2.2(2c¢)

https://software.cisco.com/download/release.html?mdfid=283612660&softwareid=283655658&r
elease=2.2%283e%29&relind=AVAILABLE&rellifecycle=&reltype=latest

Cisco UCS Director Resources

http://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-director/tsd-products-suppo
rt-series-home.html

Citrix Reference Documents

Citrix Product Downloads
http://www.citrix.com/downloads/xendesktop.html

Citrix Knowledge Center

http://support.citrix.com
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Citrix documentation
http://www.citrix.com/edocs

XenApp 7.5 and XenDesktop 7.5 Documentation
http://support.citrix.com/proddocs/topic/xenapp-xendesktop/cds-xenapp-xendesktop-75-landing.html

Citrix Provisioning Services
http://support.citrix.com/proddocs/topic/provisioning-7/pvs-provisioning-7.html

Citrix XenDesktop 7.5 Reviewer’s Guide (describes how to set up an evaluation)
http://www.citrix.com/content/dam/citrix/en_us/documents/products-solutions/xendesktop-reviewers-g

uide.pdf

Citrix App Orchestration 2.5 Documentation
http://support.citrix.com/proddocs/topic/app-orchestration/cao-app-orchestration-25-landing.html

Known Issues for App Orchestration 2.5

Terminology in App Orchestration 2.5

Getting Started with Citrix App Orchestration 2.5
Configuring SSL for App Orchestration 2.5

Deploying the Zero Trust Agent in App Orchestration 2.5

CloudPortal Services Manager Documentation
http://support.citrix.com/proddocs/topic/cloudportal/ccps-services-manager.html

Known Issues for CloudPortal Services Manager

Login VSI
http://www.loginvsi.com/documentation/

EMC References

« EMC VSPEX End User Computing Solution Overview

« EMC VSPEX End-User Computing: Citrix XenDesktop 7 and VMware vSphere for up to 2,000
Virtual Desktops — Design Guide

« EMC VSPEX End-User Computing: Citrix XenDesktop 7 and VMware vSphere for up to 2,000
Virtual Desktops — Implementation Guide

« EMC VSPEX End-User Computing: Citrix XenDesktop 7 and Microsoft Hyper-V for up to 2,000
Virtual Desktops — Design Guide

» EMC VSPEX End-User Computing: Citrix XenDesktop 7 and Microsoft Hyper-V for up to 2,000
Virtual Desktops — Implementation Guide
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VMware References

VMware vCenter Server

http://www.vmware.com/products/vcenter-server/

VMware VSphere

http://www.vmware.com/products/vsphere/

Appendix A Nexus 5548UP Configurations

NS5548UP-A Configuration

version 5.1(3)N2(1)

feature fcoe

hostname N5KA-EXC

feature npiv

no feature telnet

no feature http-server

cfs eth distribute

feature interface-vlan

feature hsrp

feature lacp

feature dhcp

feature vpc

feature 1lldp

username admin password 5 $1$6sb7/rvC$ds.AAWPP3DFjJu.7VBd35/ role network-admin

no password strength-check

ip domain-lookup

logging event link-status default

ip access-list VLAN77
10 permit ip 10.77.0.0/24 any
20 deny ip any any

class-map type gqos class-fcoe

class-map type gos match-all VLAN77
match access-group name VLAN77

class-map type queuing class-fcoe
match gos-group 1

class-map type queuing class-all-flood
match gos-group 2

class-map type queuing class-ip-multicast
match gos-group 2

policy-map type gos VLAN77
class VLAN77
class class-default

class-map type network-gos class-fcoe
match gos-group 1

class-map type network-gos class-all-flood
match gos-group 2

class-map type network-gos class-ip-multicast
match gos-group 2

policy-map type network-gos jumbo
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class type network-gos class-default
mtu 9216
multicast-optimize
system gos
service-policy type queuing input fcoe-default-in-policy
service-policy type queuing output fcoe-default-out-policy
service-policy type gos input fcoe-default-in-policy
service-policy type network-gos jumbo
slot 2
port 1-8 type ethernet
port 9-16 type fc
snmp-server user admin network-admin auth md5 Oxcb74bbl1d86558£73d4d8688660b53c49
priv 0xcb74bbld86558£73d4d8688660b53c49 localizedkey
vrf context management
spanning-tree port type edge default
spanning-tree vlan 1-3967 priority 24576
service dhcp
ip dhcp relay
vpc domain 210
role priority 1
peer-keepalive destination 10.60.0.9
vsan database
vsan 1 name "default"
device-alias database
device-alias name CH1-BL5 pwwn 20:00:00:25:b5:03:00:05
device-alias name CH1-BL6 pwwn 20:00:00:25:b5:03:00:03
device-alias name CH1-BL7 pwwn 20:00:00:25:b5:03:00:02
device-alias name CH2-BL5 pwwn 20:00:00:25:b5:03:00:04
device-alias name CH2-BL6 pwwn 20:00:00:25:b5:03:00:01
device-alias name CH2-BL7 pwwn 20:00:00:25:b5:03:00:00

device-alias name Infral-A pwwn 20:00:00:25:b5:03:00:1£f

device-alias name Infra2-A pwwn 20:00:00:25:b5:03:00:1e

device-alias name vnx5600 SPA 22 pwwn 50:06:01:63:08:64:2£:88
device-alias name vnx5600 SPB 23 pwwn 50:06:01:6b:08:64:2£:88
device-alias name SP-CH2-BL1l vHBAl pwwn 20:00:00:25:b5:£2:20:03
device-alias name SP-Shared-2 vHBAl pwwn 20:00:00:25:b5:£2:20:05
device-alias name SP-Shared-3 vHBAl pwwn 20:00:00:25:b5:£2:20:07
device-alias name SP-Shared-4 vHBAl pwwn 20:00:00:25:b5:£2:20:01
device-alias name SP-Shared-5 vHBAl pwwn 20:00:00:25:b5:£2:20:09
device-alias name SP-Shared-6 vHBAl pwwn 20:00:00:25:b5:£2:20:0b
device-alias name SP-Shared-7 vHBAl pwwn 20:00:00:25:b5:£2:20:0d
device-alias name SP-FarmIso-Tl-1 vHBAl pwwn 20:00:00:25:b5:£2:20:11
device-alias name SP-FarmIso-T1l-2 vHBAl pwwn 20:00:00:25:b5:£2:20:0£
device-alias name SP-FarmIso-T1-3 vHBAl pwwn 20:00:00:25:b5:£2:20:13
device-alias name SP-FarmIso-T2-1 vHBAl pwwn 20:00:00:25:b5:£2:20:15
device-alias name SP-FarmIso-T2-2 vHBAl pwwn 20:00:00:25:b5:£2:20:17
device-alias name SP-FarmIso-T2-3 vHBAl pwwn 20:00:00:25:b5:£2:20:19
device-alias name SP-FarmIso-T2-4 vHBAl pwwn 20:00:00:25:b5:£2:20:1b

device-alias commit

fcdomain fcid database

vsan 1 wwn 21:00:00:24:££:68:1d:dc fcid 0x940000 dynamic
vsan 1 wwn 21:00:00:24:£f£f:68:2d:d4 fcid 0x940001 dynamic
vsan 1 wwn 20:1f:54:7f:ee:£8:02:80 fcid 0x940002 dynamic
vsan 1 wwn 20:20:54:7f:ee:£8:02:80 fcid 0x940003 dynamic
vsan 1 wwn 20:00:00:25:b5:03:00:03 fcid 0x940011 dynamic
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vsan 1

vsan 1

vsan 1

vsan 1

vsan 1
vsan 1

308303 0§ 1 3

vsan 1

vsan 1

vsan 1
vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan 1

vsan
vsan
vsan
vsan

3838 03 3§ 3 3 3§ 3§ %8 3 3§ 1§ 1% %

H R PR

[CH1-BL6]
20:00:00:25:b5:03:00:02
[CH1-BL7]
20:00:00:25:b5:03:00:00
[CH2-BL7]
20:00:00:25:b5:03:00:05
[CH1-BL5]
20:00:00:25:b5:03:00:01
[CH2-BL6]
20:4c:54:7f:ee:77:74:c0
50:06:01:6b:08:64:2£:88
[vnx5600_SPB 23]
50:06:01:63:08:64:2£:88
[vhx5600_ SPA 22]

20:00:00:25:b5:£2:20:01
[SP-Shared-4 vHBAL]

20:4b:54:7f:ee:77:74:c0
20:00:00:25:b5:£2:20:1b
[SP-FarmIso-T2-4 vHBAl]
20:00:00:25:b5:£2:20:03
[SP-CH2-BL1_vHBA1]

20:00:00:25:b5:£2:20:05
[SP-Shared-2 vHBALl]

20:00:00:25:b5:£2:20:07
[sP-Shared-3_vHBAl]

20:00:00:25:b5:£2:20:09
[SP-Shared-5_ vHBAL]

20:00:00:25:b5:£2:20:0b
[SP-Shared-6 vHBAL]

20:00:00:25:b5:£2:20:0d4
[SP-Shared-7_ vHBAl]

20:00:00:25:b5:£2:20:0f£
[SP-FarmIso-T1-2_ vHBAl]
20:00:00:25:b5:£2:20:11
[SP-FarmIso-T1l-1 vHBAl]
20:00:00:25:b5:£2:20:13
[SP-FarmIso-T1-3_ vHBAl]
20:00:00:25:b5:£2:20:15
[SP-FarmIso-T2-1 vHBAl]
20:00:00:25:b5:£2:20:17
[SP-FarmIso-T2-2 vHBAl]
20:00:00:25:b5:£2:20:19
[SP-FarmIso-T2-3 vHBAl]
20:00:00:25:b5:£2:20:1d
20:00:00:25:b5:£2:20:21
20:00:00:25:b5:£2:20:1f
21:00:00:24:ff:57:fa:cl

interface Vlanl

no shutdown

interface Vl1an70

no shutdown
description
no ip redir

SP Pod Management
ects

fcid

fcid

fcid

fcid

fcid
fcid

fcid

fcid

fcid
fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid
fcid
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0x940012

0x940013

0x940014

0x940015

0x940018
0x9400ef

0x9401lef

0x940019

0x940016
0x940017

0x94001a

0x94001b

0x94001c

0x94001d

0x94001e

0x94001f

0x940020

0x940021

0x940022

0x940023

0x940024

0x940025

0x940026

0x940027

0x940028
0x94002b

dynamic
dynamic
dynamic
dynamic

dynamic
dynamic

dynamic

dynamic

dynamic
dynamic

dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic

dynamic
dynamic
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ip address 10.70.0.2/24
hsrp version 2
hsrp 70
preempt delay minimum 240
priority 130
timers 1 3
ip 10.70.0.1

interface Vlan71

no shutdown
description SP Pod Infrastructure
no ip redirects
ip address 10.71.0.2/21
hsrp version 2
hsrp 71
preempt delay minimum 240
priority 130
timers 1 3
ip 10.71.0.1
ip dhcp relay address 10.71.0.10

interface Vlan72
no shutdown
description SP Pod Storage
no ip redirects
ip address 10.72.0.2/24
hsrp version 2
hsrp 72
preempt delay minimum 240
priority 130
timers 1 3
ip 10.72.0.1

interface Vl1an73
no shutdown
description SP Pod VMotion
no ip redirects
ip address 10.73.0.2/24
hsrp version 2
hsrp 73
preempt delay minimum 240
priority 130
timers 1 3
ip 10.73.0.1

interface Vlan74

no shutdown

description SP Pod Shared Tenant

no ip redirects

ip address 10.74.0.2/24

hsrp version 2

hsrp 74
preempt delay minimum 240
priority 130
timers 1 3
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ip 10.74.0.1

interface Vl1an75
no shutdown
description SP Pod Server Isolation Tenant
no ip redirects
ip address 10.75.0.2/24
hsrp version 2
hsrp 75
preempt delay minimum 240
priority 130
timers 1 3
ip 10.75.0.1

interface Vlan76
no shutdown
description SP Pod Farm Isolation Tenant 1
no ip redirects
ip address 10.76.0.2/24
hsrp version 2
hsrp 76
preempt delay minimum 240
priority 130

timers 1 3
ip 10.76.0.1
ip dhcp relay address 10.76.0.10

interface Vl1an77
no shutdown
description SP Pod Farm Isolation Tenant 2
no ip redirects
ip address 10.77.0.2/24
hsrp version 2
hsrp 77
preempt delay minimum 240
priority 130
timers 1 3
ip 10.77.0.1
ip dhcp relay address 10.77.0.10

interface Vl1an78
description SP Pod DMZ
ip address 10.78.0.2/24
hsrp version 2
hsrp 78
preempt delay minimum 240

priority 130
timers 1 3
ip 10.78.0.1

interface Vlan79
no shutdown
description UCS Director PXE
ip address 10.79.0.2/24
hsrp version 2
hsrp 79
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preempt delay minimum 240
priority 130
timers 1 3
ip 10.79.0.1

interface port-channell
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type network
vpc peer-link

interface port-channell5
description VNX-DM3-0
switchport mode trunk
switchport trunk allowed vlan 72
spanning-tree port type edge trunk
vpc 15

interface port-channellé6
description VNX-DM2-0
switchport mode trunk
switchport trunk allowed vlan 72
spanning-tree port type edge trunk
vpc 16

interface port-channell?
description FI-A-Uplink-Launcher
switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
vpe 17

interface port-channel20
description FI-B-Uplink-Launcher
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
vpc 20

interface port-channel2l
description FI-A-Uplink-SP
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,801
spanning-tree port type edge trunk
vpc 21

interface port-channel24
description FI-B-Uplink-SP
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk

vpc 24

interface port-channel25
description FI-A-Uplink-HyperV
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switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk

vpc 25

interface port-channel28
description FI-B-Uplink-HyperV
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
vpc 28

vsan database
vsan 4094 interface vfcl3
vsan 4094 interface vfcl4

interface fc2/9
no shutdown

interface £fc2/10
no shutdown

interface fc2/11
no shutdown

interface fc2/12
no shutdown

interface £c2/13
no shutdown

interface fc2/14
no shutdown

interface fc2/15
switchport trunk allowed vsan 1
no shutdown

interface fc2/16
no shutdown

interface Ethernetl/1
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
channel-group 1 mode active

interface Ethernetl/2
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
channel-group 1 mode active

interface Ethernetl/3
switchport access vlan 60
speed 1000
duplex full
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interface Ethernetl/4
speed 1000

interface Ethernetl/6
description TOR-Localé60
switchport access vlan 60
speed 1000

interface Ethernetl/8
speed 1000

interface Ethernetl/10
description VNX-Mgmt
switchport access vlan 70
speed 1000

interface Ethernetl/11
description SP-FI-Mgmt
switchport access vlan 70
speed 1000

interface Ethernetl/15
switchport mode trunk
switchport trunk allowed vlan 72
spanning-tree port type edge
channel-group 15 mode active

interface Ethernetl/16
switchport mode trunk

switchport trunk allowed vlan 72
channel-group 16 mode active

interface Ethernetl/17
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 17 mode active

interface Ethernetl/18
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 17 mode active

interface Ethernetl/19
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 20 mode active

interface Ethernetl/20
switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 20 mode active
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interface Ethernetl/21
switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,801

spanning-tree port type edge trunk
channel-group 21 mode active

interface Ethernetl/22
switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,801

spanning-tree port type edge trunk
channel-group 21 mode active

interface Ethernetl/23
switchport mode trunk
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switchport trunk allowed vlan 1,60-66,70-82,701,801

spanning-tree port type edge trunk
channel-group 24 mode active

interface Ethernetl/24

switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801

spanning-tree port type edge trunk
channel-group 24 mode active

interface Ethernetl/25
switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801

spanning-tree port type edge trunk
channel-group 25 mode active

interface Ethernetl/26
switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801

spanning-tree port type edge trunk
channel-group 25 mode active

interface Ethernetl/27
switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801

spanning-tree port type edge trunk
channel-group 28 mode active

interface Ethernetl/28
switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801

spanning-tree port type edge trunk
channel-group 28 mode active
interface Ethernetl/31
interface Ethernetl/32

interface Ethernet2/6
speed 1000

interface mgmtO
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ip address 10.60.0.8/24
line console
line vty
boot kickstart bootflash:/n5000-uk9-kickstart.5.1.3.N2.1.bin
boot system bootflash:/n5000-uk9.5.1.3.N2.1.bin
ip routing event-history general size large
ip routing event-history summary size large
interface £c2/9
interface £c2/10
interface fc2/11

interface fc2/12
interface fc2/13
interface fc2/14
interface fc2/15
interface fc2/16
IFull Zone Database Section for wvsan 1

zone name B200M3-CH1-BL5-FCO vsan 1
member pwwn 20:00:00:25:b5:03:00:05
! [CH1-BL5]

zone name B200M3-CH2-BL5-FCO vsan 1
member pwwn 20:00:00:25:b5:03:00:04
! [CH2-BL5]

zone name UCS-VNX5600A vsan 1
member pwwn 20:00:00:25:b5:£2:20:1b

! [SP-FarmIso-T2-4 vHBAl]
member pwwn 50:06:01:63:08:64:2£:88
! [vhx5600_SPA 22]

member pwwn 50:06:01:6b:08:64:2£:88
! [vhx5600 SPB 23]
member pwwn 20:00:00:25:b5:£2:20:13
! [SP-FarmIso-T1-3 vHBAl]
member pwwn 20:00:00:25:b5:£2:20:0f
[SP-FarmIso-T1-2 vHBAl]
member pwwn 20:00:00:25:b5:£2:20:0b
! [sP-Shared-6_ vHBAL]
member pwwn 20:00:00:25:b5:£2:20:07

! [SP-Shared-3_ vHBA1l]
member pwwn 20:00:00:25:b5:£2:20:03
[SP-CH2-BL1 vHBAl]
member pwwn 20:00:00:25:b5:£2:20:17
! [SP-FarmIso-T2-2 vHBAl]
member pwwn 20:00:00:25:b5:£2:20:01
[SP-Shared-4 vHBAl]
member pwwn 20:00:00:25:b5:£2:20:09
! [SP-Shared-5 vHBA1l]
member pwwn 20:00:00:25:b5:£2:20:05
[SP-Shared-2 vHBAl]
member pwwn 20:00:00:25:b5:£2:20:11

! [SP-FarmIso-T1-1 vHBAl]
member pwwn 20:00:00:25:b5:£2:20:0d
! [SP-Shared-7_ vHBA1l]

member pwwn 20:00:00:25:b5:£2:20:15
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! [SP-FarmIso-T2-1 vHBAl]
member pwwn 20:00:00:25:b5:£2:20:19
[SP-FarmIso-T2-3_ vHBAl]

zone name SP-CH2-BL1l ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:03
! [SP-CH2-BL1_ vHBA1l]

member pwwn 50:06:01:63:08:64:2£:88
[vhx5600_SPA 22]

member pwwn 50:06:01:6b:08:64:2f£:88

! [vhx5600_SPB 23]

zone name SP-Shared-4_ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:01
! [SsP-Shared-4 vHBALl]
member pwwn 50:06:01:63:08:64:2f£:88
! [vhx5600_SPA 22]
member pwwn 50:06:01:6b:08:64:2f:88
[vhx5600_ SPB 23]

zone name SP-Shared-1 ZONE A vsan 1

member pwwn 20:00:00:25:b5:£2:20:03
[SP-CH2-BL1 vHBAl]

member pwwn 50:06:01:63:08:64:2£:88

! [vhx5600_SPA 22]

member pwwn 50:06:01:6b:08:64:2£:88
[vhx5600_SPB 23]

zone name B200M3-CH1-BL6-FCO vsan 1
member pwwn 20:00:00:25:b5:03:00:03

! [CH1-BL6]
member pwwn 21:00:00:24:f£f:50:ab:b5
[VNX5600-P1]

zone name B200M3-CH1-BL7-FCO vsan 1
member pwwn 20:00:00:25:b5:03:00:02
! [CH1-BL7]
member pwwn 21:00:00:24:f£f:50:ab:b5
! [VNX5600-P1]

zone name B200M3-CH2-BL6-FCO vsan 1

member pwwn 20:00:00:25:b5:03:00:01
[CH2-BL6]

member pwwn 21:00:00:24:£f£f:57:fa:c0

! [VNX560024TB-P1]

zone name B200M3-CH2-BL7-FCO vsan 1
member pwwn 20:00:00:25:b5:03:00:00
! [CH2-BL7]
member pwwn 21:00:00:24:f£f:50:ab:b5
[VNX5600-P1]

zone name SP-Shared-2 ZONE A vsan 1

member pwwn 20:00:00:25:b5:£2:20:05
! [sP-Shared-2 vHBALl]
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member pwwn 50:06:01:63:08:64:2£:88
[vhx5600_ SPA 22]

member pwwn 50:06:01:6b:08:64:2£:88

! [vhx5600 SPB 23]

zone name SP-Shared-3 ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:07
! [SP-Shared-3_ vHBAl]
member pwwn 50:06:01:63:08:64:2£:88
[vhx5600_SPA 22]
member pwwn 50:06:01:6b:08:64:2f£:88
! [vhx5600_SPB 23]

zone name SP-Shared-5_ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:09
! [sP-Shared-5 vHBALl]
member pwwn 50:06:01:63:08:64:2f£:88
! [vhx5600_SPA 22]
member pwwn 50:06:01:6b:08:64:2f:88
[vhx5600_ SPB 23]

zone name SP-Shared-6 ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:0b
! [SP-Shared-6_ vHBA1l]
member pwwn 50:06:01:63:08:64:2£:88
[vhx5600_ SPA 22]
member pwwn 50:06:01:6b:08:64:2£:88
! [vhx5600_SPB 23]

zone name SP-Shared-7 ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:0d
! [SP-Shared-7_ vHBA1l]
member pwwn 50:06:01:63:08:64:2£:88
[vix5600_ SPA 22]
member pwwn 50:06:01:6b:08:64:2f£:88
! [vnhx5600_SPB 23]

zone name SP-FarmIso-T1l-2_ ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:0f

! [SP-FarmIso-T1-2 vHBAl]
member pwwn 50:06:01:63:08:64:2f£:88
! [vix5600_SPA 22]

member pwwn 50:06:01:6b:08:64:2f:88
[vhx5600_ SPB 23]

[K
zone name SP-FarmIso-Tl-1 ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:11
! [SP-FarmIso-T1-1 vHBAl]
member pwwn 50:06:01:63:08:64:2£:88
[vhx5600_SPA 22]
member pwwn 50:06:01:6b:08:64:2f£:88
! [vnx5600_SPB 23]

zone name SP-FarmIso-T1l-3_ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:13
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[SP-FarmIso-T1-3 vHBAl]

member pwwn 50:06:01:63:08:64:2f:88

[vhx5600_SPA 22]

member pwwn 50:06:01:6b:08:64:2£:88

[vnx5600_SPB 23]

zone name SP-FarmIso-T2-1 ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:15

[SP-FarmIso-T2-1 vHBAl]

member pwwn 50:06:01:63:08:64:2£:88

[vnx5600_SPA 22]

member pwwn 50:06:01:6b:08:64:2f£:88

[vhx5600_ SPB 23]

zone name SP-FarmIso-T2-2 ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:17

[SP-FarmIso-T2-2 vHBAl]

member pwwn 50:06:01:63:08:64:2£:88

[vhx5600_ SPA 22]

member pwwn 50:06:01:6b:08:64:2f:88

[vhx5600_SPB 23]

zone name SP-FarmIso-T2-3 ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:19

[SP-FarmIso-T2-3 vHBAl]

member pwwn 50:06:01:63:08:64:2f:88

[vhx5600_SPA 22]

member pwwn 50:06:01:6b:08:64:2£:88

[vnx5600_SPB 23]

zone name SP-FarmIso-T2-4_ZONE A vsan 1
member pwwn 20:00:00:25:b5:£2:20:1b

[SP-FarmIso-T2-4 vHBAl]

member pwwn 50:06:01:63:08:64:2£:88

[vnx5600_SPA 22]

member pwwn 50:06:01:6b:08:64:2f:88

[vhx5600_ SPB 23]

zone name B200M4-CH1-BL7-FCO vsan 1
member pwwn 20:00:00:25:b5:00:00:3f

[B200M4 -CH1-BL7]

member pwwn 21:00:00:24:££:57:fa:c0

[VNX560024TB-P1]

zone name B200M4-CH1-BL6 vsan 1

member

member

pwwn 20:00:00:25:b5:03:00:03
[CH1-BL6]

pwwn 21:00:00:24:£f£:57:fa:c0
[VNX560024TB-P1]

zoneset name UCS-VNX5600A vsan 1

member
member
member
member
member

B200M3-CH1-BL8-FCO
B200M3-CH2-BL8-FCO
B200M3-CH1-BL1-FCO
B200M3-CH1-BL2-FCO
B200M3-CH1-BL3-FCO
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member B200M3-CH1-BL4-FCO
member B200M3-CH2-BL1-FCO

member B200M3-CH2-BL2-FCO
member B200M3-CH2-BL3-FCO
member B200M3-CH2-BL4-FCO
member B200M3-CH1-BL5-FCO
member B200M3-CH2-BL5-FCO
member SP-CH2-BL1_ ZONE A
member SP-Shared-4_ ZONE A
member SP-Shared-1 ZONE A
member B200M3-CH1-BL6-FCO
member B200M3-CH1-BL7-FCO
member B200M3-CH2-BL6-FCO
member B200M3-CH2-BL7-FCO
member SP-Shared-2_ ZONE A
member SP-Shared-3 ZONE A
member SP-Shared-5 ZONE A
member SP-Shared-6 ZONE A
member SP-Shared-7_ZONE_A
member SP-FarmIso-T1l-2_ ZONE A
member SP-FarmIso-T1l-1 ZONE A
member SP-FarmIso-T1l-3 ZONE A
member SP-FarmIso-T2-1 ZONE A
member SP-FarmIso-T2-2 ZONE A
member SP-FarmIso-T2-3_ZONE A

member SP-FarmIso-T2-4 ZONE A
member B200M4-CH1-BL7-FCO
member B200M4-CH1-BL6

zoneset activate name UCS-VNX5600A vsan 1

N5548UP-B Configuration

version 5.1(3)N2(1)

feature fcoe

hostname N5KB-EXC

feature npiv

no feature telnet

no feature http-server

cfs eth distribute

feature interface-vlan

feature hsrp

feature lacp

feature dhcp

feature vpc

feature 1lldp

username admin password 5 $1$VfkcAdcR$ioaEijZgf.0./cIoNDVUz. role network-admin

no password strength-check

ip domain-lookup

ip access-list VLAN77
10 permit ip 10.77.0.0/24 any
20 deny ip any any

_[7m--More-- [27m
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class-map type qos class-fcoe
class-map type gos match-all VLAN77
match access-group name VLAN77
class-map type queuing class-fcoe
match gos-group 1
class-map type queuing class-all-flood
match gos-group 2
class-map type queuing class-ip-multicast
match gos-group 2
policy-map type gos VLAN77
class VLAN77
class class-default
class-map type network-gos class-fcoe
match gos-group 1
class-map type network-gos class-all-flood
match gos-group 2
class-map type network-gos class-ip-multicast
match gos-group 2
policy-map type network-gos jumbo
class type network-gos class-default
mtu 9216
multicast-optimize
system gos

service-policy type queuing output fcoe-default-out-policy
service-policy type gos input fcoe-default-in-policy
service-policy type network-gos jumbo
service-policy type queuing input fcoe-default-in-policy
slot 2
port 1-8 type ethernet
port 9-16 type fc
snmp-server user admin network-admin auth md5 0xc97a3a05a3ee4e5eccd57e453bfe93e8
priv 0xc97a3al05a3eed4eS5eccd57e453bfe93e8 localizedkey
vrf context management
ip route 0.0.0.0/0 10.60.0.1
spanning-tree port type edge default
spanning-tree vlan 1-3967 priority 28672
service dhcp
ip dhcp relay
vpc domain 210
role priority 2
peer-keepalive destination 10.60.0.8
vsan database
vsan 1 name "default"
vsan 501 name "Fabric_ B"
device-alias database
device-alias name CH1-BL5 pwwn 20:00:00:25:b5:03:00:15
device-alias name CH1-BL6 pwwn 20:00:00:25:b5:03:00:13
device-alias name CH1-BL7 pwwn 20:00:00:25:b5:03:00:12
device-alias name CH2-BL5 pwwn 20:00:00:25:b5:03:00:14
device-alias name CH2-BL6 pwwn 20:00:00:25:b5:03:00:11
device-alias name CH2-BL7 pwwn 20:00:00:25:b5:03:00:10
device-alias name SRA-FC2 pwwn 21:00:00:24:ff:68:1d:dd
device-alias name SRB-FC2 pwwn 21:00:00:24:ff:68:2d:d5
device-alias name Infral-B pwwn 20:00:00:25:b5:03:00:0£
device-alias name Infra2-B pwwn 20:00:00:25:b5:03:00:0e
device-alias name VNX5600-P2 pwwn 21:00:00:24:ff:50:ab:b4
device-alias name B200M4-CH1-BL7 pwwn 20:00:00:25:b5:00:00:2£
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VNX560024TB-P1 pwwn 21:00:00:24:ff:57:fa:cl
vnx5600 SPA 20 pwwn 50:06:01:62:08:64:2£:88
vnx5600 SPB 21 pwwn 50:06:01:6a:08:64:2£:88
SP-CH2-BL1l vHBA2 pwwn 20:00:00:25:b5:£2:20:02

20:00:00:25:b5:£2:20:04
20:00:00:25:b5:£2:20:06
20:00:00:25:b5:£2:20:00
20:00:00:25:b5:£2:20:08
20:00:00:25:b5:£2:20:0a
20:00:00:25:b5:£2:20:0c

pwwn
pwwn
pwwn
pwwn
pwwn

pwwn
pwwn

20:00:00:25:b5:£2:20:10
20:00:00:25:b5:£2:20:0e
20:00:00:25:b5:£2:20:12
20:00:00:25:b5:£2:20:14
20:00:00:25:b5:£2:20:16

20:00:00:25:b5:£2:20:18
20:00:00:25:b5:£f2:20:1a

device-alias name
device-alias name
device-alias name
device-alias name
device-alias name SP-Shared-2 vHBA2 pwwn
device-alias name SP-Shared-3 vHBA2 pwwn
device-alias name SP-Shared-4 vHBA2 pwwn
device-alias name SP-Shared-5_vHBA2 pwwn
device-alias name SP-Shared-6_ vHBA2 pwwn
device-alias name SP-Shared-7_vHBA2 pwwn
device-alias name SP-FarmIso-T1l-1 vHBA2
device-alias name SP-FarmIso-T1-2 vHBA2
device-alias name SP-FarmIso-T1-3 vHBA2
device-alias name SP-FarmIso-T2-1 vHBA2
device-alias name SP-FarmIso-T2-2_ vHBA2
device-alias name SP-FarmIso-T2-3 vHBA2
device-alias name SP-FarmIso-T2-4 vHBA2
device-alias commit

fcdomain fcid database

vsan 1 wwn

vsan 1 wwn

1 wwn
1l wwn

vsan

vsan
1

vsan

21:00:00:24:ff:68:1d:dd

[SRA-FC2]

21:00:00:24:ff:68:2d:d5

[SRB-FC2]

20:1f:54:7f:ee:83:42:00

20:20:54:7f:ee:83:42:00
[Infral-B]

[Infra2-B]

fcid

fcid

fcid
fcid

1 wwn 20:00:00:25:b5:03:00:0e £fcid

0x730000 dynamic

0x730001 dynamic

0x730002
0x730003

dynamic
dynamic

0x730006 dynamic

vsan 1 wwn 20:00:00:25:b5:03:00:05 fcid 0x73000e dynamic

vsan 1 wwn 20:00:00:25:b5:03:00:14 fcid
! [CH2-BL5]

vsan 1 wwn 21:00:00:24:£f£:50:ab:b4 fcid
! [VNX5600-P2]

vsan 1 wwn 20:00:00:25:b5:03:00:13 £fcid
! [CH1-BL6]

vsan 1 wwn 20:00:00:25:b5:03:00:12 fcid
! [CH1-BL7]

vsan 1 wwn 20:00:00:25:b5:03:00:10 £fcid
! [CH2-BL7]

vsan 1 wwn 20:00:00:25:b5:03:00:15 £fcid
! [CH1-BL5]

vsan 1 wwn 20:00:00:25:b5:03:00:11 fcid
! [CH2-BL6]

vsan 1 wwn 21:00:00:24:£ff:57:fa:c0 fcid

vsan 1 wwn 50:06:01:6a:08:64:2f:88 fcid
! [vhx5600_ SPB_21]

vsan 1 wwn 50:06:01:62:08:64:2f:88 fcid
! [vhx5600 SPA 20]

vsan 1 wwn 20:4b:54:7f:ee:76:cd:00 fcid

vsan 1 wwn 20:4c:54:7f:ee:76:cd:00 fcid

vsan 1 wwn 20:00:00:25:b5:£f2:20:1a fcid
! [SP-FarmIso-T2-4 vHBA2]

vsan 1 wwn 20:00:00:25:b5:£2:20:00 fcid

[SP-Shared-4_ vHBA2]

0x73000f dynamic
0x730010 dynamic
0x730011 dynamic
0x730012 dynamic
0x730013 dynamic
0x730014 dynamic

0x730015 dynamic

0x730016
0x7300ef

dynamic
dynamic
0x7301lef dynamic
0x730017

0x730018
0x730019

dynamic
dynamic
dynamic

0x73001a dynamic
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vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

31313 81§38

30308 % 1 3

20:00:00:25:b5:£2:20:02
[SP-CH2 —BLl_vHBAZ 1
20:00:00:25:b5:£2:20:04
[SP-Shared-2 vHBA2]
20:00:00:25:b5:£2:20:06
[SP-Shared-3 vHBA2]
20:00:00:25:b5:£2:20:08
[sP-Shared-5_vHBA2]
20:00:00:25:b5:£2:20:0a
[SP-Shared-6_ vHBA2]
20:00:00:25:b5:£2:20:0c

[SP-Shared-7 vHBA2]
20:00:00:25:b5:£2:20:0e
[SP-FarmIso-T1-2 vHBA2]
20:00:00:25:b5:£2:20:10
[SP-FarmIso-T1l-1 vHBA2]
20:00:00:25:b5:£2:20:12
[SP-FarmIso-T1-3 vHBA2]
20:00:00:25:b5:£2:20:14
[SP-FarmIso-T2-1 vHBA2]
20:00:00:25:b5:£2:20:16
[SP-FarmIso-T2-2 vHBA2]
20:00:00:25:b5:£2:20:18
[SP-FarmIso-T2-3 vHBA2]
20:00:00:25:b5:£2:20:1c
20:00:00:25:b5:£2:20:20
20:00:00:25:b5:£2:20:1e
21:00:00:24:ff:57:fa:cl
[VNX560024TB-P1]
20:00:00:25:b5:00:00:2f
[B200M4-CH1-BL7]

interface Vlanl

no shutdown

interface V1an70

no shutdown

description SP Pod Management
no ip redirects

ip address 10.70.0.3/24

hsrp version 2

hsrp 70

preempt delay minimum 240

priority 130
timers
ip 10.70.0.1

3

interface Vlan71

no shutdown

description SP Pod Infrastructure
no ip redirects

ip address 10.71.0.3/21

hsrp version 2

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid
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0x73001b

0x73001c

0x73001d

0x73001e

0x73001f

0x730020

0x730021

0x730022

0x730023

0x730024

0x730025

0x730026

0x730027

0x730028

0x730029

0x73002a

0x73002b

dynamic
dynamic
dynamic
dynamic
dynamic

dynamic

dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic
dynamic

dynamic

dynamic
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hsrp 71
preempt delay minimum 240
priority 130
timers 1 3
ip 10.71.0.1
ip dhcp relay address 10.71.0.10

interface Vlan72
no shutdown
description SP Pod CIFS/NFS Storage
no ip redirects
ip address 10.72.0.3/24
hsrp version 2

hsrp 72
preempt delay minimum 240
priority 130
timers 1 3
ip 10.72.0.1

interface Vlan73
no shutdown
description SP Pod VMotion
no ip redirects
ip address 10.73.0.3/24
hsrp version 2
hsrp 73
preempt delay minimum 240
priority 130
timers 1 3
ip 10.73.0.1

interface Vlan74
no shutdown
description SP Pod Shared Tenants
no ip redirects
ip address 10.74.0.3/24

hsrp version 2
hsrp 74
preempt delay minimum 240
priority 130
timers 1 3
ip 10.74.0.1
ip dhcp relay address 10.71.0.10

interface Vl1an75
no shutdown
description SP Pod Server Iso Tenant
no ip redirects
ip address 10.75.0.3/24
hsrp version 2
hsrp 75
preempt delay minimum 240
priority 130
timers 1 3
ip 10.75.0.1

r Desktop-as-a-Service for Service Provider 2000-Seat Virtual Desktop Infrastructure



interface Vlan76
no shutdown

description SP Pod Farm Iso Tenant 1

no ip redirects

ip address 10.76.0.3/24
hsrp version 2

hsrp 76

preempt delay minimum 240

priority 130
timers 1 3
ip 10.76.0.1

ip dhcp relay address 10.76.0.10

interface Vlan77
no shutdown

description SP Pod Farm Iso Tenant 2

no ip redirects

ip address 10.77.0.3/24
hsrp version 2

hsrp 77

preempt delay minimum 240

priority 130
timers 1 3
ip 10.77.0.1

ip dhcp relay address 10.77.0.10

interface Vl1an78
no shutdown
description SP Pod DMZ
ip address 10.78.0.3/24
hsrp version 2
hsrp 78

preempt delay minimum 240

priority 130
timers 1 3
ip 10.78.0.1

interface Vlan79
no shutdown

description UCS Director PXE

ip address 10.79.0.3/24
hsrp version 2
hsrp 79

preempt delay minimum 240

priority 130
timers 1 3
ip 10.79.0.1

interface port-channell
switchport mode trunk

Appendix A Nexus 5548UP Configurations

switchport trunk allowed vlan 1,60-66,70-82,701,801

spanning-tree port type network

vpc peer-link

interface port-channell5
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description VNX-DM3-1

switchport mode trunk

switchport trunk allowed vlan 72
spanning-tree port type edge trunk
vpc 15

interface port-channellé6
description VNX-DM2-1
switchport mode trunk
switchport trunk allowed vlan 72
spanning-tree port type edge trunk
vpc 16

interface port-channel2l
description FI-A-Uplink-SP
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,801
spanning-tree port type edge trunk
vpc 21

interface port-channel24
description FI-B-Uplink-SP

switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk

vpc 24

interface port-channel25
description FI-A-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
vpc 25

interface port-channel28
description FI-B-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
vpc 28

interface fc2/9
no shutdown

interface £c2/10
no shutdown

interface fc2/11
no shutdown

interface fc2/12
no shutdown

interface £fc2/13
no shutdown
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interface fc2/14
no shutdown

interface fc2/15
no shutdown

interface fc2/16
no shutdown

interface Ethernetl/1l
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
channel-group 1 mode active

interface Ethernetl/2

switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
channel-group 1 mode active

interface Ethernetl/8
speed 1000

interface Ethernetl/9
description JumpBox-Local80
switchport access vlan 80
speed 1000

interface Ethernetl/10
description JumpBox-Local70
switchport access vlan 70
speed 1000

interface Ethernetl/11
description SP-FI-Mgmt
switchport access vlan 70
speed 1000

interface Ethernetl/12
description Launcher-FI-Mgmt
switchport access vlan 801
speed 1000

interface Ethernetl/13
description VNX5600
switchport access vlan 70
speed 1000

interface Ethernetl/14
description VNX5600
switchport access vlan 70
speed 1000

interface Ethernetl/15
switchport mode trunk
switchport trunk allowed vlan 72
spanning-tree port type edge
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channel-group 15 mode active
interface Ethernetl/16

switchport mode trunk
switchport trunk allowed vlan 72
channel-group 16 mode active

interface Ethernetl/17
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 17 mode active

interface Ethernetl/18
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 17 mode active

interface Ethernetl/19
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 20 mode active

interface Ethernetl/20

switchport mode trunk

switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk

channel-group 20 mode active

interface Ethernetl/21
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,801
spanning-tree port type edge trunk
channel-group 21 mode active

interface Ethernetl/22
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,801
spanning-tree port type edge trunk
channel-group 21 mode active

interface Ethernetl/23
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 24 mode active

interface Ethernetl/24
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 24 mode active
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interface Ethernetl/25
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 25 mode active

interface Ethernetl/26
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 25 mode active

interface Ethernetl/27
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 28 mode active

interface Ethernetl/28
switchport mode trunk
switchport trunk allowed vlan 1,60-66,70-82,701,801
spanning-tree port type edge trunk
channel-group 28 mode active

interface Ethernetl/31

interface Ethernetl/32

interface Ethernet2/5

interface Ethernet2/6

interface mgmtO
ip address 10.60.0.9/24
line console

line vty

boot kickstart bootflash:/n5000-uk9-kickstart.5.1.3.N2.1.bin
boot system bootflash:/n5000-uk9.5.1.3.N2.1.bin

interface
interface
interface
interface
interface
interface
interface
interface

fc2/9

£c2/10
fc2/11
fc2/12
fc2/13
fc2/14
fc2/15
fc2/16

IFull Zone Database Section for vsan 1
zone name B200M3-CH1-BL8-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:0f

[Infral-B]

member pwwn 21:00:00:24:ff:50:ab:b4

[VNX5600-P2]

zone name B200M3-CH2-BL8-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:0e

[Infra2-B]
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member pwwn 21:00:00:24:ff:50:ab:b4
[VNX5600-P2]

zone name B200M3-CH1-BL1l-FCl vsan 1

member pwwn 20:00:00:25:b5:03:00:0d
[VDI1-B]

member pwwn 21:00:00:24:ff:50:ab:b4

! [VNX5600-P2]

zone name B200M3-CH1-BL2-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:0c
! [VDI2-B]
member pwwn 21:00:00:24:ff:50:ab:b4

! [VNX5600-P2]

zone name B200M3-CH1-BL3-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:0b
! [VDI3-B]
member pwwn 21:00:00:24:£ff:50:ab:b4
! [VNX5600-P2]

zone name B200M3-CH1-BL4-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:0a
! [VDI4-B]
member pwwn 21:00:00:24:£ff:50:ab:b4
[VNX5600-P2]

zone name B200M3-CH2-BL1l-FCl vsan 1

member pwwn 20:00:00:25:b5:03:00:19
[VDI5-B]

member pwwn 21:00:00:24:£ff:50:ab:b4

! [VNX5600-P2]

zone name B200M3-CH2-BL2-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:18
! [VDI6-B]

member pwwn 21:00:00:24:£ff:50:ab:b4
! [VNX5600-P2]

zone name B200M3-CH2-BL3-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:17
! [VDI7-B]
member pwwn 21:00:00:24:£ff£:50:ab:b4
[VNX5600-P2]

zone name B200M3-CH2-BL4-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:16
! [VDI8-B]
member pwwn 21:00:00:24:£ff£:50:ab:b4
! [VNX5600-P2]

zone name B200M3-CH2-BL5-FCl vsan 1

member pwwn 20:00:00:25:b5:03:00:14
[CH2-BL5]

member pwwn 21:00:00:24:£ff:50:ab:b4

! [VNX5600-P2]
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zone name B200M3-CH1-BL5-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:15

! [CH1-BL5]
member pwwn 21:00:00:24:ff:50:ab:b4
! [VNX5600-P2]

zone name SP-CH2-BL1l ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:02
! [SP-CH2-BL1 vHBA2]
member pwwn 50:06:01:62:08:64:2f£:88
[vnx5600_SPA 20]
member pwwn 50:06:01:6a2:08:64:2£:88
! [vhx5600_SPB_21]

zone name SP-Shared-4 ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:00
! [SP-Shared-4 vHBA2]
member pwwn 50:06:01:62:08:64:2f:88
! [vhx5600_ SPA 20]
member pwwn 50:06:01:6a2:08:64:2£:88
! [vhx5600_SPB_ 21]

zone name SP-Shared-1 ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:02
[SP-CH2-BL1 vHBA2]

member pwwn 50:06:01:62:08:64:2£:88
! [vhx5600_SPA 20]

member pwwn 50:06:01:6a2:08:64:2£:88
! [vhx5600_SPB_21]

zone name SP-Shared-2 ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:04
! [sP-Shared-2 vHBA2]
member pwwn 50:06:01:62:08:64:2f:88
[vhx5600_ SPA 20]
member pwwn 50:06:01:6a2:08:64:2£:88
! [vhx5600 SPB 21]

zone name B200M3-CH1-BL6-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:13
! [CH1-BL6]
member pwwn 21:00:00:24:£ff£:50:ab:b4
[VNX5600-P2]

zone name B200M3-CH1-BL7-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:12
! [CH1-BL7]
member pwwn 21:00:00:24:ff:50:ab:b4

[VNX5600-P2]

zone name B200M3-CH2-BL6-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:11
! [CH2-BL6]
member pwwn 21:00:00:24:ff:50:ab:b4
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! [VNX5600-P2]

zone name B200M3-CH2-BL7-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:10

! [CH2-BL7]
member pwwn 21:00:00:24:ff:50:ab:b4
! [VNX5600-P2]

zone name SP-Shared-3_ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:06
! [sP-Shared-3 vHBA2]
member pwwn 50:06:01:62:08:64:2£:88
[vnx5600_SPA 20]
member pwwn 50:06:01:6a2:08:64:2£:88
! [vhx5600_SPB_21]

zone name SP-Shared-5 ZONE B vsan 1

member pwwn 20:00:00:25:b5:£2:20:08
[sP-Shared-5_vHBA2]

member pwwn 50:06:01:62:08:64:2f:88

! [vhx5600 SPA 20]

member pwwn 50:06:01:6a:08:64:2£:88
[vnx5600_SPB 21]

zone name SP-Shared-6_ZONE B vsan 1

member pwwn 20:00:00:25:b5:£2:20:0a
[SP-Shared-6_ vHBA2]

member pwwn 50:06:01:62:08:64:2£:88

! [vhx5600_SPA 20]
member pwwn 50:06:01:6a:08:64:2£:88
! [vhx5600_SPB_21]

zone name SP-Shared-7_ ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:0c
! [sP-Shared-7_ vHBA2]
member pwwn 50:06:01:62:08:64:2£:88
[vhx5600_ SPA 20]
member pwwn 50:06:01:6a2:08:64:2£:88
! [vhx5600 SPB 21]

zone name SP-FarmIso-Tl-2 ZONE B vsan 1

member pwwn 20:00:00:25:b5:£2:20:0e
[SP-FarmIso-T1-2 vHBA2]

member pwwn 50:06:01:62:08:64:2£:88

! [vhx5600_SPA 20]

member pwwn 50:06:01:6a:08:64:2f£:88
[vnx5600_SPB_21]

zone name SP-FarmIso-Tl-1 ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:10

[SP-FarmIso-T1-1 vHBA2]
member pwwn 50:06:01:62:08:64:2f£:88

! [vnx5600_SPA 20]
member pwwn 50:06:01:6a:08:64:2£:88
! [vhx5600_SPB_21]
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zone name SP-FarmIso-Tl-3 ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:12

[SP-FarmIso-T1-3_vHBA2]
member pwwn 50:06:01:62:08:64:2£:88

! [vhx5600_SPA 20]

member pwwn 50:06:01:6a:08:64:2£:88
! [vnhx5600_SPB 21]
_IK

zone name SP-FarmIso-T2-1 ZONE B vsan 1

member pwwn 20:00:00:25:b5:£2:20:14
[SP-FarmIso-T2-1 vHBA2]

member pwwn 50:06:01:62:08:64:2f:88

! [vhx5600_ SPA 20]

member pwwn 50:06:01:6a2:08:64:2£:88
[vnhx5600_SPB 21]

zone name SP-FarmIso-T2-2 ZONE B vsan 1
member pwwn 20:00:00:25:b5:£2:20:16

! [SP-FarmIso-T2-2 vHBA2]
member pwwn 50:06:01:62:08:64:2£:88
! [vhx5600_SPA 20]
member pwwn 50:06:01:6a:08:64:2f£:88
! [vnhx5600_SPB 21]

zone name SP-FarmIso-T2-3_ZONE B vsan 1

member pwwn 20:00:00:25:b5:£2:20:18

! [SP-FarmIso-T2-3 vHBA2]

member pwwn 50:06:01:62:08:64:2£:88
[vnx5600_SPA 20]

member pwwn 50:06:01:6a2:08:64:2£:88

! [vnx5600 SPB_21]

zone name SP-FarmIso-T2-4 ZONE B vsan 1

member pwwn 20:00:00:25:b5:£2:20:1a
[SP-FarmIso-T2-4 vHBA2]

member pwwn 50:06:01:62:08:64:2f:88

! [vnx5600 SPA 20]

member pwwn 50:06:01:6a:08:64:2f£:88
[vnx5600_SPB 21]

zone name B200M4-CH1-BL7-FCl vsan 1

member pwwn 20:00:00:25:b5:00:00:2f
[B200M4 -CH1-BL7]

member pwwn 21:00:00:24:£f£:57:fa:cl

! [VNX560024TB-P1]

zone name B200M4-CH1-BL6-FCl vsan 1
member pwwn 20:00:00:25:b5:03:00:13
! [CH1-BL6]
member pwwn 21:00:00:24:ff:57:fa:cl
! [VNX560024TB-P1]

zoneset name UCS-VNX5600-B vsan 1

member B200M3-CH1-BL8-FC1l
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member B200M3-CH2-BL8-FC1l
member B200M3-CH1-BL1l-FC1l
member B200M3-CH1-BL2-FC1l
member B200M3-CH1-BL3-FC1l
member B200M3-CH1-BL4-FC1l
member B200M3-CH2-BL1-FC1l
member B200M3-CH2-BL2-FC1l
member B200M3-CH2-BL3-FC1l
member B200M3-CH2-BL4-FC1l
member B200M3-CH2-BL5-FC1l
member B200M3-CH1-BL5-FC1l
member SP-CH2-BL1 ZONE B
member SP-Shared-4 ZONE B
member SP-Shared-1_ZONE_B
member SP-Shared-2_ZONE_B
member B200M3-CH1-BL6-FC1l
member B200M3-CH1-BL7-FC1l
member B200M3-CH2-BL6-FC1l
member B200M3-CH2-BL7-FC1l
member SP-Shared-3_ZONE_B
member SP-Shared-5_ZONE_B
member SP-Shared-6_ZONE B

member SP-Shared-7 ZONE B

member SP-FarmIso-T1l-2 ZONE B
member SP-FarmIso-Tl-1 ZONE B
member SP-FarmIso-T1l-3_ZONE B
member SP-FarmIso-T2-1 ZONE B
member SP-FarmIso-T2-2 ZONE B
member SP-FarmIso-T2-3 ZONE B
member SP-FarmIso-T2-4 ZONE B
member B200M4-CH1-BL7-FC1l

member B200M4-CH1-BL6-FC1

zoneset activate name UCS-VNX5600-B vsan 1

N5KB-EXC-HyperV# exit
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