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Overview

Audience

VersaStack for Data Center with Direct
Attached Storage

The current data center trend, driven by the need to better utilize available resources, is towards
virtualization on shared infrastructure. Higher levels of efficiency can be realized on integrated
platforms due to the pooling of compute, network and storage resources, brought together by a
pre-validated process. Validation eliminates compatibility issues and presents a platform with reliable
features that can be deployed in an agile manner. This industry trend and the validation approach used
to cater toit, hasresulted in enterprise customers moving away from siloed architectures. Cisco and IBM
have partnered to deliver VersaStack, which uses best of breed storage, server and network components
to serve as the foundation for avariety of workloads, enabling efficient architectural designsthat can be
deployed quickly and with confidence.

This document describes the architecture and deployment procedures of an infrastructure composed of
Cisco®, IBM ®, and VMware® virtualization that uses IBM Storwize V7000 Unified storage serving
both file and block protocols. The intended audience for this document includes, but is not limited to,
sales engineers, field consultants, professional services, IT managers, partner engineering, and
customers who want to deploy the core VersaStack architecture with IBM Storwize V 7000.

Architecture

T
CISCO.

This design leverages the flexibility of the Cisco Fabric Interconnect to operate in FC Switching Mode.
This deployment model eliminates the need for a separate Fibre Channel Switch to help reduce
deployment costs. UCS Manager San Connectivity Policies are used to help automate SAN zoning for
the administrator.

The VersaStack architecture is highly modular or "PoD"-like. Thereis sufficient architectural flexibility
and design options to scale as required with investment protection. The platform can be scaled up
(adding resources to existing VersaStack units) and/or out (adding more VersaStack units).
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Specifically, VersaStack isadefined set of hardware and software that serves as an integrated foundation
for both virtualized and non-virtualized solutions. VMware vSphere® built on VersaStack includes |BM
Storwize V7000, Cisco networking, the Cisco Unified Computing System™ (Cisco UCS®), Cisco
fiber-channel switchesand VMware vSphere softwarein asingle package. The design isflexible enough
that the networking, computing, and storage can fit in one data center rack or be deployed according to
a customer's data center design. Port density enables the networking components to accommodate
multiple configurations.

One benefit of the VersaStack architecture is the ability to meet any customer's capacity or performance
needsin a cost effective manner. A storage system capable of serving multiple protocols across a single
interface allows for customer choice and investment protection because it is a wire-once architecture.

This architecture references relevant criteria pertaining to resiliency, cost benefit, and ease of
deployment of all components including IBM Storwize V7000 storage.

The architecture for this solution shown below uses two sets of hardware resources:
« Common Infrastructure services on redundant and self-contained hardware.
* VersaStack PoD

The common infrastructure services include Active Directory, DNS, DHCP, vCenter, Nexus 1000v
virtual supervisor module (VSM) and any other shared service. These components are considered core
infrastructure as they provide necessary data-center wide services where the VersaStack PoD resides.
Since these services are integral to the deployment and operation of the platform, there is a need to
adhere to best-practices in their design and implementation. This includes such features as
high-availability, appropriate RAID setup and performance and scalability considerations given such
services may need to be extended to multiple PoDs. At a customer's site, depending on whether thisis a
new data center, there may not be a need to build this infrastructure piece.

Figure 1 illustrates the VMware vSphere built on VersaStack components and the network connections
for a configuration with IBM Storwize V7000 Storage. This Fabric Interconnect direct attached design
allows connection to the IBM Storwize V7000 storage controllers without the use of separate Fibre
Channel Switch. VersaStack uses the Cisco Nexus® 9396, and Cisco UCS B-Series with the Cisco UCS
virtual interface card (VIC) and the IBM Storwize V7000 storage controllers connected in a highly
available design using Cisco Virtual Port Channels (vPCs). This infrastructure is deployed to provide
FC-booted hosts with file and block-level access to shared storage datastores.

r VersaStack for Data Center with Direct Attached Storage
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Figurel VersaStack
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The reference hardware configuration includes:
»  Two Cisco Nexus 9396 or 9372 switches
»  Two Cisco UCS 6248UP Fabric Interconnects
» Support for 32 Cisco UCS C-Series servers without any additional networking components
« Support for 8 Cisco UCS B-Series servers without any additional blade server chassis

» Support for 160 Cisco UCS C-Series and B-Series servers by way of additional fabric extendersand
blade server chassis

* OnelBM Storwize V7000 Unified system, comprising aV 7000 control enclosure, V7000 expansion
enclosure, and V7000 file modules. Support for up to 504 small form-factor (SFF) disks of any

capacity.
» Support for up to atotal of 4 V7000 control enclosures, up to 80 V7000 expansion enclosures, and
up to 1056 SFF or large form-factor (LFF) disks of any capacity.

For server virtualization, the deployment includes VMware vSphere. Although thisis the base design,
each of the components can be scaled easily to support specific business requirements. For example,
more (or different) servers or even blade chassis can be deployed to increase compute capacity,
additional disk shelves can be deployed to improve 1/O capability and throughput, and special hardware
or software features can be added to introduce new features.

This document guides you through the low-level steps for deploying the base architecture. These
procedures cover everything from physical cabling to network, compute and storage device
configurations.

For Information regarding the design of VersaStack, please reference the Design guide at
http://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CV Ds/Versastack _design.pdf

Important: This document implements the optional V7000 File Modulesin the installation to add NAS
support to our Block setup. There are notes in the appropriate sections to guide you if you areinstalling
a Block-only setup.

VersaStack for Data Center with Direct Attached Storage
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Softwar e Revisions

Table 1 details the software revisions used for validating various components of the Nexus 9000 based
VersaStack architecture. Please check IBM and Cisco support Matrix links in the VersaStack Design
Guide for latest supported versions. To validate your enic version run the "ethtool -i vmnic0" through
the command line of the ESX host.

Table1 Software Revisions
Layer Device Version or Release  Details
Compute | Cisco UCS fabric interconnect | 2.2(3d) Embedded management
Cisco UCS C 220 M3/M4 2.2(3d) Software bundle release
Cisco UCS B 200 M3/ M4 2.2(3d) Software bundle release
Cisco enic 2.1.2.59 Ethernet driver for Cisco VIC
Network Cisco Nexus 9396 6.1(2)I3(1) Operating system version
Storage IBM Storwize V7000 7.3.0.9 Software version
IBM Storwize V7000 Unified 1.5.0.5-1 Software version
Software Cisco UCS hosts VMware vSphere Operating system version
ESXi™ 5.5u2
Microsoft SQL Server® Microsoft SQL Server | VM (1 each): SQL Server DB
2008 R2 SP1
VMware vCenter™ 5.5u2 VM (1 each): VMware
vCenter
Cisco Nexus 1000v 5.2(1)SV3(1.2) Software version
Virtual Switch Update Manager | 1.1 Virtual Switch Deployment
(VSUM) Software

IBM System Storage Interoperability Center:
http://www-03.ibm.com/systems/support/storage/ssi c/interoperability.wss
Cisco UCS Interoperability Matrix:
http://www-03.ibm.com/systems/support/storage/ssi c/interoperability.wss

Configuration Guidelines

This document provides details on configuring a fully redundant, highly available VersaStack unit with
IBM Storwize V7000 storage. Therefore, reference is made at each step to the component being
configured as either 01 or 02. For example, node01 and node02 are used to identify thetwo IBM storage
controllers that are provisioned with this document, and Cisco Nexus A and Cisco Nexus B identify the
pair of Cisco Nexus switches that are configured. The Cisco UCS fabric Interconnects are similarly
configured. Additionally, this document detail s the stepsfor provisioning multiple Cisco UCS hosts, and
these are identified sequentially: VM-Host-Infra-01, VM-Host-Infra-02, and so on. Finally, to indicate
that you should include information pertinent to your environment in agiven step, <text> appears as part
of the command structure. See the following example for the network port vlan create
command:

Usage:
network port vlan create ?
[-node] <nodename> Node
{ [-vlan-name] {<netport>|<ifgrp>} VLAN Name
| -port {<netports>|<ifgrp>} Associated Network Port
[-vlan-id] <integer> } Network Switch VLAN Identifier

r VersaStack for Data Center with Direct Attached Storage
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Example:
network port vlan -node <node0l> -vlan-name ila-<vlan id>
This document is intended to enable you to fully configure the VersaStack PoD in the environment.

Various steps require you to insert customer-specific naming conventions, | P addresses, and VLAN
schemes, as well as to record appropriate MAC addresses.

Table 2 describesthe VLANSs necessary for deployment as outlined in thisguide. Table 3 liststhe virtual
machines (VMs) necessary for deployment as outlined in this guide.

Table 2 Necessary VLANs

VLAN Name VLAN Purpose ID Used in Validating This
Document
Native VLAN to which untagged frames are assigned
Mgmt out of band | VLAN for out-of-band management interfaces 3171
NFS VLAN for NFS traffic 3172
vMotion VLAN designated for the movement of VMs 3173
from one physical host to another

VM Traffic VLAN for VM application traffic 3174
Mgmt in band VLAN for in-band management interfaces 3175

Figure2 Overview of VLAN Usage
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Table 3

VMware Virtual Machine Created

Virtual Machine Description Host Name

Active Directory

vCenter Server

SLQ Server

DHCP Server

Table 4 lists the configuration variables that are used throughout this document. This table can be
completed based on the specific site variables and used in implementing the document configuration

steps.

Table4 Configuration Variables

Variable

Description

Customer

Implementation
Value

<<var _node0l mgmt ip>>

Out-of-band management IP for
cluster node 01

<<var_node0Ol mgmt mask>>

Out-of-band management network
netmask

<<var node0l mgmt gateway>>

Out-of-band management network
default gateway

<<var node02 mgmt ip>>

Out-of-band management IP for
cluster node 02

<<var_node02 mgmt mask>>

Out-of-band management network
netmask

<<var_node02_ mgmt gateway>>

Out-of-band management network
default gateway

<<var_cluster mgmt ip>>

Out-of-band management IP for
cluster

<<var_ cluster mgmt mask>>

Out-of-band management network
netmask

<<var_cluster_mgmt_ gateway>>

Out-of-band management network
default gateway

<<var_passwords>>

Global default administrative
password

<<var_dns_domain name>>

DNS domain name

<<var_nameserver ip>>

DNS server IP(s)

<<var_timezones>>

VersaStack time zone (for example,
America/New_York)

<<var_global ntp server ip>>

NTP server IP address

<<var_email contacts>>

Administrator e-mail address

<<var_admin phone>>

Local contact number for support

<<var _mailhost ip>>

Mail server host IP

<<var_ country code>>

Two-letter country code

<<var_ state>>

State or province name

<<var_ citys>>

City name

<<var orgs>>

Organization or company name

<<var_units>>

Organizational unit name

r VersaStack for Data Center with Direct Attached Storage
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<<var_street address>>,

Street address for support
information

<<var_contact_name>>

Name of contact for support

<<var_ admins>>

Secondary Admin account for
storage login

<<var_nexus_A hostnames>>

Cisco Nexus A host name

<<var nexus A mgmtO0 ip>>

Out-of-band Cisco Nexus A
management IP address

<<var_nexus A mgmt0 netmask>>

Out-of-band management network
netmask

<<var_nexus_ A mgmt0_gw>>

Out-of-band management network
default gateway

<<var_nexus_B hostname>>

Cisco Nexus B host name

<<var nexus_ B mgmtO_ ip>>

Out-of-band Cisco Nexus B
management IP address

<<var_nexus_B mgmt0_ netmask>>

Out-of-band management network
netmask

<<var_nexus B mgmt0 gw>>

Out-of-band management network
default gateway

<<var_ ib-mgmt vlan id>>

In-band management network
VLAN ID

<<var native vlan id>>

Native VLAN ID

<<var nfs vlan id>>

NFS VLAN ID

<<var_vmotion vlan id>>

VMware vMotion® VLAN ID

<<var_vm-traffic vlan id>>

VM traffic VLAN ID

<<var_nexus_vpc domain id>>

Unique Cisco Nexus switch VPC
domain ID

<<var_ucs_clustername>>

Cisco UCS Manager cluster host
name

<<var ucsa mgmt ip>>

Cisco UCS fabric interconnect (FI)
A out-of-band management IP
address

<<var_ucsa_mgmt mask>>

Out-of-band management network
netmask

<<var_ ucsa mgmt gateway>>

Out-of-band management network
default gateway

<<var_ucs_cluster ip>>

Cisco UCS Manager cluster IP
address

<<var_ucsb mgmt ip>>

Cisco UCS FI B out-of-band
management IP address

<<var_cimc_mask>>

Out-of-band management network
netmask

<<var_cimc_gateway>>

Out-of-band management network
default gateway

<<var_ vsm domain id>>

Unique Cisco Nexus 1000v virtual
supervisor module (VSM) domain
ID

<<var_vsm mgmt ip>>

Cisco Nexus 1000v VSM
management |IP address

VersaStack for Data Center with Direct Attached Storage
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<<var_vsm updatemgr mgmt ip>>

Virtual Switch Update Manager IP
address

<<var_vsm _mgmt mask>>

In-band management network
netmask

<<var_ vsm mgmt gateway>>

In-band management network
default gateway

<<var_vsm hostname>>

Cisco Nexus 1000v VSM host
name

<<var_ ftp server>>

IP address for FTP server

<<var UTC_offset>>

UTC time offset for your area

<<var_vsan_a_ id>>

Vsan id for Fabric A (101 is used )

<<var_vsan B id>>

Vsan id for Fabric B (102 is used)

<<var fabric a fcoe vlan ids>>

Fabric id for Fabric A (101 is used
)

<<var_ fabric b fcoe vlan id>>

Fabric id for Fabric B (102 is
used )

<<var_In-band mgmtblock net>>

Block of IP addresses for KVM
access for UCS

<<var v7000 unified management
- IP>>,

V7000 Unified MGMT IP

<<var_ file module 1 service

V7000 Unified node console MGMT

ip>> IP node 1
<<var file module 2 service V7000 Unified node console MGMT
ip>> IP node 2

<<var_ filemodule name>>

Netbios name for V7000 unified
cluster

<<var unified bond ip networks>
>

Network ip for the V7000 unified
bond for NFS

<<var unified bond ip Netmask>
>

Network Mask for the V7000
unified bond for NFS

<<var unified bond ip gateway>
>

Gateway Mask for the V7000
unified bond for NFS

<<var_unified bond public_ ip>>

Network IP address that is mounted
from NFS hosts for the V7000
unified bond

<<var_unified datastore name>>

NFS Datastore for V7000 unified

<<var_vmhost infra 01 ip>>

VMware ESXi host 01 in-band
Mgmt IP

<<var_vmhost infra 01 2nd ip>>

VMware ESXi host 01 secondary
in-band Mgmt IP

<<var nfs vlan id ip host-01>>

NFS VLAN IP address for ESXi

host 01
<<var_nfs_vlan_id_mask_host-01 | NFS VLAN netmask for ESXi host
>> 01
<<var vmotion vlan id ip host- | vMotion VLAN IP address for ESXi
01l>> host 01

<<var_ vmotion vlan id mask hos
t-01>>

vMotion VLAN netmask for ESXi
host 01

The last 6 variables should be
repeated for all ESXi hosts

r VersaStack for Data Center with Direct Attached Storage
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Physical Infrastructure

VersaStack Cabling

The information in this section is provided as areference for cabling the equipment in a VersaStack
environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section contain details for the prescribed and supported configuration of the IBM
Storwize V7000 running 7.3.0.9, and file modules running 1.5.0-1.

This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps

Be sure to follow the cabling directions in this section. Failure to do so will result in changes to the
deployment procedures that follow because specific port locations are mentioned.

It is possible to order IBM Storwize V7000 systems in a different configuration from what is presented
in the tables in this section. Before starting, be sure that the configuration matches the descriptionsin
the tables and diagrams in this section.

Figure 3 through Figure 5 show cabling diagramsfor a VersaStack configurations using the Cisco Nexus
9000 and IBM Storwize V7000 with and without the V7000 File Modules. For SAS cabling information,
the V7000 control enclosure and expansion enclosure should be connected according to the cabling
guide at the following URL:

http://www-
01.ibm.com/support/knowledgecenter/ST3FR7_7.3.0/com.ibm.storwize.v7000.730.doc/v3500_gisasca
bles_b4jtyu.html?cp=ST3FR7%2F1-3-0-1-3& lang=en

VersaStack for Data Center with Direct Attached Storage
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Figure3 VersaStack Block and File Cabling Diagram
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Figure4 VersaStack Block-Only Cabling Diagram
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Figure5 VersaStack Management Cabling
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Table 5 through Table 15 provide the details of all the connectionsin use.
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Table5 Cisco Nexus 9000-A Cabling I nformation
Local Device Local Port Connection Remote Device Remote
Port
Eth1/1 10GbE IBM Storwize V7000 File E1l/1
Module-A
Eth1/2 10GbE IBM Storwize V7000 File E1/2
Module-B
Eth1/25 10GbE Cisco UCS fabric Eth1/25
interconnect-A
Eth1/26 10GbE Cisco UCS fabric Eth1/26
Cisco Nexus 9000-A interconnect-B
Eth1/47* 10GbE Cisco Nexus 9000-B Eth1/47
Eth1/48* 10GbE Cisco Nexus 9000-B Eth1/48
Eth1/36 GbE GbE management switch Any
* The ports can be replaced with E2/11 and E2/12 for 40G connectivity.
For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).
Table 6 Cisco Nexus 9000-B Cabling I nformation
Local Device Local Port Connection Remote Device Remote
Port
Eth1/1 10GbE IBM Storwize V7000 File E1l/1
Module-B
Eth1/2 10GbE IBM Storwize V7000 File E1/2
Module-A
Eth1/25 10GbE Cisco UCS fabric Eth1/25
interconnect-B
Eth1/26 10GbE Cisco UCS fabric Eth1/26
Cisco Nexus 9000-B interconnect-A
Eth1/47* 10GbE Cisco Nexus 9000-A Eth1/47
Eth1/48* 10GbE Cisco Nexus 9000-A Eth1/48
Eth1/36 GbE GbE management switch Any

* The ports can be replaced with E2/11 and E2/12 for 40G connectivity.

N

Note  For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).

VersaStack for Data Center with Direct Attached Storage
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Table7 IBM Storwize V7000 File Module-A Cabling Information
Local Device Local Port Connection Remote Device
E3 GbE GbE management switch Any
El/1 10GbE Cisco Nexus 9000-A E1/1
) ) E1/2 10GbE Cisco Nexus 9000-B E1/1
:3('::;322”'29 V7000 File 'y 1GbE File Module-B E1
E2 1GbE File Module-B E2
FC1 8gbps V7000 Controller, Node-1 FC1
FC2 8gbps V7000 Controller, Node-2 FC1
Table 8 IBM Storwize V7000 File Module-B Cabling I nformation
Local Device Local Port Connection Remote Device Remote
Port
E3 GbE GbE management switch Any
E1/1 10GbE Cisco Nexus 9000-A E1/2
) ) E1/2 10GbE Cisco Nexus 9000-B E1/2
o S onize V7000 Fle e 1GbE File Module-A El
E2 1GbE File Module-A E2
FC1 8gbps V7000 Controller, Node-1 FC2
FC2 8gbps V7000 Controller, Node-2 FC2
Table9 IBM Storwize V7000 Controller Node-1 Cabling Information
Local Device Local Port Connection Remote Device Remote
Port
E1/E2 GbE GbE management switch Any
FC1 8gbps V7000 File Module-A FC1
FC2 8gbps V7000 File Module-B FC1
IBM Storwize V7000 FC3 8gbps Cisco UCS fabric fc1/31
Controller, Node-1 interconnect-A
FC4 8gbps Cisco UCS fabric fcl/31
interconnect-B

r VersaStack for Data Center with Direct Attached Storage
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IBM Storwize V7000 Controller Node-2 Cabling Information

IBM Storwize V7000
Controller, Node-2

Local Port Connection Remote Device Remote
Port

E1/E2 GbE GbE management switch Any

FC1 8gbps V7000 File Module-B FC2

FC2 8gbps V7000 File Module-A FC2

FC3 8gbps Cisco UCS fabric fc1/32

interconnect-A
FC4 8gbps Cisco UCS fabric fc1/32

interconnect-B

Table 11

Local Device

Local Port

Connection

Cisco UCS Fabric Interconnect-A Cabling Information

Remote Device

Remote
Port

Cisco UCS fabric MgmtO GbE GbE management switch Any

interconnect-A Eth1/25 10GbE Cisco Nexus 9000-A Eth 1/25
Eth1/26 10GbE Cisco Nexus 9000-B Eth 1/26
Eth1/1 10GbE Cisco UCS Chassis FEX-A IOM 1/1
Eth1/2 10GbE Cisco UCS Chassis FEX-A IOM 1/2
fc31 8gbps V7000 Controller, Node-1 fcl/3
fc32 8gbps V7000 Controller, Node-2 fcl/3
L1 GbE Cisco UCS fabric L1

interconnect-B
L2 GbE Cisco UCS fabric L2
interconnect-B
Table 12 Cisco UCS Fabric I nterconnect-A Cabling Information
Local Device Local Port Connection Remote Device Remote
Port

Cisco UCS fabric MgmtO GbE GDbE management switch Any

interconnect-B Eth1/25 10GbE Cisco Nexus 9000-B Eth 1/25
Eth1/26 10GbE Cisco Nexus 9000-A Eth 1/26
Eth1/1 10GbE Cisco UCS Chassis FEX-B IOM 1/1
Eth1/2 10GbE Cisco UCS Chassis FEX-B IOM 1/2
fc31 8gbps V7000 Controller, Node-1 fcl/a
fc32 8gbps V7000 Controller, Node-2 fcl/4
L1 GbE Cisco UCS fabric interconnect-A | L1
L2 GbE Cisco UCS fabric interconnect-A | L2
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Table 13 Cisco Rack-Mount Server Cabling Information
Local Device Local Port Connection Remote Device
Cisco UCS C-Series Port 0 10GbE Cisco Nexus 2232PP FEX A | Port 1
Server 1 with Cisco VIC | pgrt 1 10GbE Cisco Nexus 2232PP FEX B | Port 1

Table 14

Local Device

Cisco Nexus Rack FEX A Cabling Information

Local Port Connection

Remote Device

Remote
Port

Cisco Nexus 2232PP FEX A | FabricPort | 10GbE Cisco UCS fabric Port 3
1/1 interconnect A
FabricPort | 10GbE Cisco UCS fabric Port 4
1/2 interconnect A

Table 15

Local Device

Cisco Nexus Rack FEX B Cabling Information

Local Port Connection

Remote Device

Cisco Nexus 2232PP FEX B | FabricPort | 10GbE Cisco UCS fabric Port 3
1/1 interconnect B
FabricPort | 10GbE Cisco UCS fabric Port 4
1/2 interconnect B

Storage Compatibility and I nter oper ability

The IBM System Storage Interoperation Center (SSIC) provides information on supported external
hardware and software for the specific IBM Storwize V7000 version.

Make sure that the hardware and software components are supported with the version of IBM Storwize
V7000 that you plan to install by checking the SSIC. Click IBM System Storage Midrange Disk, then
Storwize V7000 or Storwize V7000 Unified Host Attachment or Storage Controller Attachment

Software and hardware limitations for the specific IBM Storwize V7000 version can be found at:

http://www-01.ibm.com/support/docview.wss?ui d=ssg1S1004628

Detailed information about supported hardware, device driver, firmware and software level information

can be found at:

http://www-01.ibm.com/support/docview.wss?ui d=ssg1S1004622

Complete the Configuration Worksheet

Before starting the setup, complete the Configuration worksheet from the IBM Storwize V7000

Knowledge Center (Table 16).
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Table 16 Configuration Worksheets

How to Access the Configuration Worksheet

Storwize V7000 http://www-01.ibm.com/support/knowledgecenter/ST3FR7_7.3.0/com.ibm.st
Configuration orwize.v7000.730.doc/tbrd_completeconfdata.html?cp=ST3FR7%2F1-2-0-0-
Worksheet 4

Storwize V7000 http://www-01.ibm.com/support/knowledgecenter/ST5Q4U_1.5.0/com.ibm.st
Unified Configuration | orwize.v7000.unified.150.doc/ifs_completeconfdata.html?lang=en
Worksheet

VersaStack System Build Process

Figure 6 illustrates the VersaStack system build workflow.

Figure6 VersaStack | nstallation Workflow

MNexus 1000v Setup

Configure Nexus t

3356 Switches
Configure V2000

Storage System V000 File Module
Setup

Server Configuration -
SAN Boot Setup

Cisco Nexus 9000 Network Initial Configuration Setup

These steps provide details for the initial Cisco Nexus 9000 Switch setup.

VersaStack for Data Center with Direct Attached Storage
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Cisco Nexus A

1. To set up theinitial configuration for the first Cisco Nexus switch complete the following steps:

N

Note  Oninitial boot and connection to the serial or console port of the switch, the NX-OS setup should
automatically start and attempt to enter Power on Auto Provisioning.

Abort Auto Provisioning and continue with normal setup ?(yes/no) [nl: y
---- System Admin Account Setup ----
Do you want to enforce secure password standard (yes/no) I[yl:
Enter the password for "admin":
Confirm the password for "admin":
---- Basic System Configuration Dialog VDC: 1 ----
This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
Please register Cisco Nexus9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus9000 devices must be registered to receive
entitled support services.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Create another login account (yes/no) [nl: n
Configure read-only SNMP community string (yes/no) [n]:
Configure read-write SNMP community string (yes/no) I[n]:
Enter the switch name : <<var nexus A hostname>>
Continue with Out-of-band (mgmt0) management configuration? (yes/no) I[yl:
Mgmt0 IPv4 address : <<var_nexus A mgmt0_ip>>
Mgmt0 IPv4 netmask : <<var_nexus_A mgmtO0_netmask>>
Configure the default gateway? (yes/no) I[yl:
IPv4 address of the default gateway : <<var nexus A mgmt0 gw>>
Configure advanced IP options? (yes/no) [n]l:
Enable the telnet service? (yes/no) I[n]:
Enable the ssh service? (yes/no) I[yl:
Type of ssh key you would like to generate (dsa/rsa) I[rsal:
Number of rsa key bits <1024-2048> [1024]: 2048
Configure the ntp server? (yes/no) [nl: y
NTP server IPv4 address : <<var global ntp server ip>>
Configure default interface layer (L3/L2) [L2]:
Configure default switchport interface state (shut/noshut) [noshut]:
Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]:
The following configuration will be applied:
password strength-check
switchname <<var nexus A hostname>>
vrf context management
ip route 0.0.0.0/0 <<var nexus A mgmt0_ gw>>
exit
no feature telnet
ssh key rsa 2048 force
feature ssh
ntp server <<var global ntp server ip>>
system default switchport
no system default switchport shutdown
copp profile strict
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interface mgmt0

ip address <<var_nexus_ A mgmt0_ip>> <<var nexus_ A mgmt0_netmask>>
no shutdown

Would you like to edit the configuration? (yes/no) I[n]:

Use this configuration and save it? (yes/mno) I[yl:
[######4HHHEFH S R #E] 100%

Copy complete.

Cisco Nexus B

1. To set up theinitial configuration for the second Cisco Nexus switch complete the following steps:

S

Note  Oninitial boot and connection to the serial or console port of the switch, the NX-OS setup should
automatically start and attempt to enter Power on Auto Provisioning.

Abort Auto Provisioning and continue with normal setup ?(yes/no) [nl: y
---- System Admin Account Setup ----
Do you want to enforce secure password standard (yes/no) I[yl:
Enter the password for "admin":
Confirm the password for "admin":
---- Basic System Configuration Dialog VDC: 1 ----
This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
Please register Cisco Nexus9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus9000 devices must be registered to receive
entitled support services.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Create another login account (yes/no) [n]l: n
Configure read-only SNMP community string (yes/mno) [n]:
Configure read-write SNMP community string (yes/no) [n]:
Enter the switch name : <<var nexus B hostname>>
Continue with Out-of-band (mgmt0) management configuration? (yes/no) I[yl:
Mgmt0 IPv4 address : <<var nexus B mgmt0 ip>>
MgmtO0 IPv4 netmask : <<var nexus B mgmt0 netmask>>
Configure the default gateway? (yes/no) I[yl:
IPv4 address of the default gateway : <<var nexus B mgmt0_gw>>
Configure advanced IP options? (yes/no) [n]:
Enable the telnet service? (yes/no) I[nl:
Enable the ssh service? (yes/no) I[yl:
Type of ssh key you would like to generate (dsa/rsa) I[rsal:
Number of rsa key bits <1024-2048> [1024]: 2048
Configure the ntp server? (yes/mo) [n]l: y
NTP server IPv4 address : <<var_global ntp server ip>>
Configure default interface layer (L3/L2) [L2]:
Configure default switchport interface state (shut/noshut) [noshutl]:
Configure CoPP system profile (strict/moderate/lenient/dense/skip) I[strictl]:
The following configuration will be applied:
password strength-check
switchname <<var nexus B hostname>>
vrf context management

VersaStack for Data Center with Direct Attached Storage



M Cisco Nexus 9000 Network Initial Configuration Setup

ip route 0.0.0.0/0 <<var nexus B mgmt0 gw>>
exit

no feature telnet

ssh key rsa 2048 force

feature ssh

ntp server <<var global ntp server ip>>

system default switchport

no system default switchport shutdown

copp profile strict
interface mgmtO
ip address <<var nexus B mgmt0 ip>> <<var nexus B mgmt0 netmask>>
no shutdown
Would you like to edit the configuration? (yes/no) [n]:
Use this configuration and save it? (yes/mo) I[yl:
[####H#4H S HAH S HE S S #EHE] 100%
Copy complete.

Enable Appropriate Cisco Nexus 9000 Featur es and Settings

Cisco Nexus 9000 A and Cisco Nexus 9000 B

1. The following commands enable I P switching feature and set default spanning tree behaviors:

S

Note  On each Nexus 9000, enter configuration mode:

config terminal

2. Usethe following commands to enable the necessary features:
feature udld

feature lacp

feature vpc

3. Configure spanning tree and save the running configuration to start-up:

spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
copy run start

Create VLANsfor VersaStack Traffic

Cisco Nexus 9000 A and Cisco Nexus 9000 B

To create the necessary virtual local area networks (VLANS), complete the following step on both
switches:

1. From the configuration mode, run the following commands:;

vlan <<var ib-mgmt vlan id>>
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name IB-MGMT-VLAN

vlan <<var_native vlan id>>
name Native-VLAN

vlan <<var nfs vlan id>>

name NFS-VLAN

vlan <<var vmotion vlan id>>
name vMotion-VLAN

vlan <<var_vm traffic_vlan id>>
name VM-Traffic-VLAN

Configure Virtual Port Channel Domain

Cisco Nexus 9000 A

To configure virtual port channels (vPCs) for switch A, complete the following steps:
1. From the global configuration mode, create a new vPC domain:

vpc domain <<var nexus vpc domain id>>

2. Make Nexus 9000A the primary vPC peer by defining alow priority value:

role priority 10

3. Usethe management interfaces on the supervisors of the Nexus 9000s to establish a keepalive link:
peer-keepalive destination <<var nexus B mgmt0 ip>> source

<<var_nexus_A mgmt0_ip>>

4. Enable following features for this vPC domain:

peer-switch

delay restore 150
peer-gateway

ip arp synchronize
auto-recovery

Cisco Nexus 9000 B

To configure vPCs for switch B, complete the following steps:
1. From the global configuration mode, create a new vPC domain:

vpc domain <<var nexus vpc domain id>>

2. Make Nexus 9000A the primary vPC peer by defining alow priority value:

role priority 20

3. Usethe management interfaces on the supervisors of the Nexus 9000s to establish a keepalive link:
peer-keepalive destination <<var nexus A mgmtO ip>> source

<<var nexus B mgmt0 ip>>

4. Enable following features for this viPC domain:

peer-switch
delay restore 150
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peer-gateway
ip arp synchronize
auto-recovery

Configure Network Interfacesfor the VPC Peer Links

Cisco Nexus 9000 A

1. Define a port description for the interfaces connecting to VPC Peer <var_nexus B_hostname>>.

interface Ethl/47
description VPC Peer <<var nexus B hostname>>:1/47
interface Ethl/48
description VPC Peer <<var_nexus_ B hostname>>:1/48

2. Apply aport channel to both VPC Peer links and bring up the interfaces.

interface Ethl/47,Ethl/48
channel-group 10 mode active
no shutdown

3. Define a description for the port-channel connecting to <<var_nexus B_hostname>>.
interface Pol0

description vPC peer-link

4. Make the port-channel aswitchport, and configure atrunk to allow in-band management, NFS, VM
traffic, and the native VLAN.

switchport

switchport mode trunk

switchport trunk native vlan <<var native vlan id>>

switchport trunk allowed vlan <<var_ ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var vmotion vlan id>>, <<var vm traffic vlan id>>,

5. Make this port-channel the VPC peer link and bring it up.

vpc peer-link
no shutdown

Cisco Nexus 9000 B

1. Define aport description for the interfaces connecting to VPC Peer <var_nexus_A_hostname>>.

interface Ethl/47
description VPC Peer <<var nexus_A hostname>>:1/47
interface Ethl/48
description VPC Peer <<var_nexus_A hostname>>:1/48

2. Apply aport channel to both VPC Peer links and bring up the interfaces.

interface Ethl/47,Ethl/48
channel-group 10 mode active
no shutdown

3. Define a description for the port-channel connecting to <<var_nexus_A_hostname>>.
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interface Pol0
description vPC peer-link

4. Makethe port-channel aswitchport, and configure atrunk to allow in-band management, NFS, VM
traffic, and the native VLAN.

switchport

switchport mode trunk

switchport trunk native vlan <<var native vlan id>>

switchport trunk allowed vlan <<var_ ib-mgmt vlan id>>, <<var_nfs_vlan id>>,
<<var_vmotion vlan id>>, <<var_vm traffic_vlan id>>,

5. Make this port-channel the VPC peer link and bring it up.

vpc peer-link
no shutdown

Configure Network Interfacesto UCS Fabric I nter connect

Cisco Nexus 9000 A

1. Define a description for the port-channel connecting to <<var_ucs_clustername>>-A.

interface Pol3

description <<var ucs_clustername>>-A

2. Makethe port-channel a switchport, and configure atrunk to allow in-band management, NFS, VM
traffic, and the native VLANS.

switchport

switchport mode trunk

switchport trunk native vlan <<var_ native_ vlan id>>

switchport trunk allowed vlan <<var_ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var_vmotion vlan id>>, <<var vm traffic vlan id>>,

3. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

4. Setthe MTU to be 9216 to support jumbo frames.

mtu 9216
5. Make thisa VPC port-channel and bring it up.

vpc 13
no shutdown
6. Define a port description for the interface connecting to <<var_ucs_clustername>>-A.

interface Ethl/25
description <<var ucs_clustername>>-A:1/25
7. Apply it to a port channel and bring up the interface.

channel-group 13 mode active
no shutdown
8. Define a description for the port-channel connecting to <<var_ucs_clustername>>-B

interface Pol4

description <<var_ucs_clustername>>-B

9. Make the port-channel a switchport, and configure atrunk to allow InBand management, NFS, and
VM traffic VLANSs and the native VLAN.

switchport
switchport mode trunk
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switchport trunk native vlan <<var native vlan id>>

switchport trunk allowed vlan <<var_ ib-mgmt vlan id>>, <<var nfs_vlan id>>,
<<var_vmotion vlan id>>, <<var vm traffic vlan id>>,

10. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

11. Set the MTU to be 9216 to support jumbo frames.

mtu 9216
12. Make thisa VPC port-channel and bring it up.

vpc 14
no shutdown
13. Define a port description for the interface connecting to <<var_ucs_clustername>>-B

interface Ethl/26
description <<var ucs clustername>>-B:1/26
14. Apply it to a port channel and bring up the interface.

channel-group 14 mode active
no shutdown
copy run start

Configure Network Interfacesto UCS Fabric I nter connect

Cisco Nexus 9000 B

1. Define adescription for the port-channel connecting to <<var_ucs_clustername>>-B

interface Pol4
description <<var_ucs_clustername>>-B

2. Make the port-channel a switchport, and configure atrunk to allow in-band management, NFS, VM
traffic, and the native VLANS.

switchport

switchport mode trunk

switchport trunk native vlan <<var_ native_ vlan id>>

switchport trunk allowed vlan <<var_ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var_vmotion vlan id>>, <<var vm traffic vlan id>>,

3. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

4. Setthe MTU to be 9216 to support jumbo frames.

mtu 9216

5. Make thisaVPC port-channel and bring it up.

vpc 14
no shutdown

6. Define a port description for the interface connecting to <<var_ucs_clustername>>-B
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interface Ethl/25
description <<var ucs_clustername>>-B:1/25

7. Apply it to aport channel and bring up the interface.

channel-group 14 mode active

no shutdown

8. Define adescription for the port-channel connecting to <<var_ucs_clustername>>-A

interface Pol3

description <<var ucs clustername>>-A

9. Make the port-channel a switchport, and configure atrunk to allow InBand management, NFS, and
VM traffic VLANs and the native VLAN.

switchport

switchport mode trunk

switchport trunk native vlan <<var native vlan id>>

switchport trunk allowed vlan <<var ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var_vmotion vlan id>>, <<var vm traffic vlan id>>,

10. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

11. Set the MTU to be 9216 to support jumbo frames.

mtu 9216

12. MakethisaVPC port-channel and bring it up.

vpc 13
no shutdown

13. Define a port description for the interface connecting to <<var_ucs_clustername>>-A

interface Ethl/26
description <<var_ ucs_clustername>>-A:1/26

14. Apply it to aport channel and bring up the interface.

channel-group 13 mode active
no shutdown
copy run start

Management Plane Accessfor Serversand VM s (optional)

There are multiple ways to configure the switch to uplink to your separate management switch. An
example provided in this section where the management switch is top of rack and the Nexus 9000 series
is connected to it through port 36. On each Nexus 9000 series switch, you configure an | P address on
the interface VLAN and set up a default gateway. This will enable the Nexus switch to route traffic to
the top of rack switch.
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Cisco Nexus 9000 A

1. In configuration mode (config t), type the following commands:

int Ethl/36

description Ib-management-access

switchport mode access

spanning-tree port type network

switchport access vlan <<var ib-mgmt vlan id>>
no shut

feature interface-vlan

int Vlan <<var ib-mgmt vlan id>>

ip address <<var switch A inband mgmt ip address>>/<<var inband mgmt netmask>>
no shut

ip route 0.0.0.0/0 <<var inband mgmt gateway>>
copy run start

Cisco Nexus 9000 B

1. In configuration mode (config t), type the following commands:

int Ethl/36

description Ib-management-access

switchport mode access

spanning-tree port type network

switchport access vlan <<var ib-mgmt_ vlan id>>
no shut

feature interface-vlan

int Vlan <<var ib-mgmt vlan id>>

ip address <<var switch B inband mgmt ip address>>/<<var inband mgmt netmask>>
no shut

ip route 0.0.0.0/0 <<var inband mgmt gateway>>
copy run start

Storage Configuration

Secure web accessto the |IBM Storwize V7000 service and management

GUI

Browser access to all system and service |Psis automatically configured to connect securely using
HTTPS and SSL. Attempts to connect through HTTP will get redirected to HTTPS.

The system generates its own self-signed SSL certificate. On first connection to the system, your
browser may present a security exception because it does not trust the signer; you should allow the
connection to proceed.
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IBM Storwize V7000 I nitial Configuration Setup

1. Configure an Ethernet port of a PC/laptop to allow DHCP to configure its IP address and DNS
settings.

2. Connect an Ethernet cable from the PC/laptop Ethernet port to the Ethernet port labelled "T" on the
rear of either node canister in the V7000 control enclosure.

A few moments after the connection is made, the node will use DHCP to configure the |P address
and DNS settings of the laptop/PC.

Note  Thiswill likely disconnect you from any other network connections you have on the laptop/PC. If you
don't have DHCP on your PC/laptop, you can manually configure it with the following network settings:
IPv4 address 192.168.0.2, mask to 255.255.255.0, gateway to 192.168.0.1, and DNS to 192.168.0.1

3. Open abrowser and go to address https://install which will direct you to the initialization wizard.
4. When asked how the node will be used, select "Asthe first node in a new system"

5. Follow the instructions that are presented by the initialization tool to configure the system with a
management |P address <<var_cluster mgmt ip>>,<<var_cluster mgmt mask>>
and <<var_cluster _mgmt gateway>>.
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6. After you complete the initialization process, disconnect the cable as directed, between the
PCl/laptop and the technician port, and re-connect to your network with your previous settings.
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7. Click OK to redirect your browser to the management GUI, at the IP address you configured. Note:
you may have to wait up to 5 minutes for the management GUI to start up and become accessible.

8. Log in as superuser with password of passwOrd.
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9. Change the password for superuser, then click Log In.
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10. On the Welcome to system setup screen hit Next.
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11. Read and check agree to the license agreement, then click Next to proceed.
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Incernational Program License Agreement

Part 1 - General Terms

BY DOWNLOADING, IMSTALLING, COPYING, ACCESSING, CLICKING ON AN "ACCEFT" BUTTON, OR
OTHERWISE USING THE PROGRAM, LICENSEE ROREES TO THE TERMS OF THIS RGREEMENT. IF YO
ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, ¥OU REPRESENT AND WARRANT THART YOU HA'
FULL AUTHORITY TO BIND LICENSEE TO THESE TERMS, IF YOU DO MNOT RGREE TO THESE TERME

* DO MOT DOWNLOAD, IMSTRLL, COPY, RCCESS, CLICK ON AN "ACCEFT" BUTTON, OR USE THE
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FRAOM WHOM 1T WAS OBTAINED FOR A REFUND OF THE AMOUNT PAID. IF THE PROGRAM WAS
DOWNLOARDED, DESTROY ALL COFIES OF THE FROGRAM.

1. Definitions
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12. Enter the number for the licensed functions, then click Apply and Next. When the task compl eted

window pops up and completes, click Close.
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13. Change the system name if required then click Apply and Next.
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Dats and Time
Delecled Enclosunes
Ermail Event Nolficabions
Configure Storage
3
Summarny

14. Click the NTP server button and enter the NTP server address. Click Apply and Next then view and
close the tasks completed window.
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15. Validate the enclosures you have connected are properly detected. If there are any discrepancies
please revisit the cabling section of this document. Hit Apply and Next. View and close the tasks
completed window.
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16. Click Yesto input the email information for event notification.

Sysiem Setup ®

=) Welcome

Email Event Notifications
> Licensas
i Ernail aderts can be seni to the support center, your siafl, or both

) System Name Call home aulomatically natiies the supporl cenler when events otour o your system and sends invenlory
repons. Suppof! parsonnegl can contact you 1o fesolve thase problems
i) Date and Time

Do you wand 10 561 up email notificabons, whath mcludes call home?

\z) Detected Enclosures
Yes MHa

&) Email Event Notifications

[FESEE N

17. Fill out system location and contact details <<var org>> <<var street address>>,
<<var_city>> <<var state>> <<var zip>> <<var country code>>,thenclick
Apply and Next. View and close the tasks completed screen.
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18. Insert Contact details <<var contact name>> <<var email contact>>
<<var_ admin_phone>><<var_city>> then click Apply and Next and click Close.

System Setup

&) Welcome

Contact Details

(@ Licenses

Enter the name and contact information for the persen in your organization that the suppart

& System Name

(&) Date and Time

(&) Detected Enclosures

(2} Email Event Notifications

v System Location
+ Contact Details

center can contact 1o help resolve problems on the system

*Contact name: I
“Email address:
“Telephone (primary}:

Telephone (alternate):

“Machine location:

19. Input the email server |P address <<var_mailhost_ip>> and change the port if necessary, then click
Apply and Next. View and close the task completed window. Click Apply and Next.
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20. On the Call Home validation window, click Apply and Next, then click Close.

System Setup = x 7
i eicome Call Home
:L‘J' Licenaas Email nolification for the support center i automatically configured
= Emali: callhome1{lide ibm com
:Ic'.,- System Name Type: Effars
Inventary

:u’,r Date and Tima
iz} Detected Enclosures

g:—, Ermail Event Notifications >
+ System Location g
v Contact Detalls
» Emall Servers
=+ Call Home

Configure Slorage

SUMMmary

&

21. Enter the email addresses for all administrators that should be notified when issues occur as well
and any other parties that need info or inventory <<var_email_contact>>. Click Apply and Next,
then review and close the tasks completed screen.
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22. Click Yes on the automatically configure internal storage now button, then click Next.

System Setup |

) Welcome r
Configure Storage

o Licenses Would you ke to smdomabcaly conbgune migmal slorage now?

2 System Name {I_.;“ Mo
() Date and Time

i) Detected Enclosures

(=) Email Event Notifications

i® Configure Storage

SUMiMany

23. Review the Summary and click Finish. Review and close the tasks compl eted screen and click Close.
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(») Dats and Time

{z) Emalil Event Notifications

(&) Configure Storage

Summary
Configured

{6) FAUD-5 aays Using 43 drives ana 2 not spares
23 45 TIB of storage wil be provisioned inko @ new S50rage POl

{1} RAID-1 amay using 3 drives and 1 hat spare
371.62 GiB of storage will be provisioned into @ new storage pool.

T pocl will b created whan the wizam compietes

Licensed Functions
Exiernal Viruaszation: 5 number of exiesmal
N ISAINES
Copy 5 encirsunes
Realtime Compression 5 entiosunes
System Name

@ summary

24, Click Cancel to the Create Hosts popup, asthese will be created after the Cisco Fabric I nterconnects
are configured. Optionally, you can the view an introductory tour of the management gui using the

link.
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Create Hosts

25. Click the Settingsicon in the lower left screen, and select the Network tab.

r VersaStack for Data Center with Direct Attached Storage




Storage Configuration W

p Flbeeaiee)

Settings

Event Motifications

26. Click the Service IP Addresses menu item on the left, and click the port 1 picture to enter the node

management port |P address, Netmask and Gateway <<var node0l mgmt ip>>
<<var node0l mgmt mask>> <<var node0l mgmt gateway>> thenclick OK then

click Close.

T

The semice IP sddiess provides Sccess fo the senice Filefaces on each ndividual node canister. Select the canster and chck port 1 16 configure

Management IP
Addresses be unconfigured by cleasing the [Pvd of [P fiedds or by setting the IPwd address 1o 0000 o the IPv address to 00
@ Service IP Addresses Wode Caaiver: | right :
—
Ethernet Poris -
L J "
p 2
ﬂ.ﬂ'“ Sarvice IP (Port 1)
i ‘_Hh IP Address 10.28.151 722
My cor

Subnet Magk| 255255 2550

-HE
"QF"" Gateway| 10.26.951.1

[STSIEN VI C g
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27. Click the "Node Canister: " drop down menu item and change the selection to "left", and click the
port 1 picture to enter the node management port | P address, Netmask and Gateway
<<var_node02 mgmt_ ip>> <<var_node02 mgmt mask>>
<<var_node02_mgmt_ gateway>>. Click OK, then Close.
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28. In the left menu, hover over each of the icons to become familiar with the GUI options.

"Suggested Tasks |

—
[ Poos —J
;1 Volumes by Pool ]

o Internal Storage . . ﬁ a ¢
External Storage

1 Pool
_ { MDisks by Pools )
[ .-l"_" .
% { System Migration )

-"ah W Watch e-Leaming: Overview

29. Create a separate administrator user, click the lock icon in the left pane, to open the Users pane.

Click Create User, input user name <<var_admin>> and input a password <<var_password>>.
Click Create, then Close.
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30. Log off by selecting the superuser account in the upper right pane, and clicking Log Out. Log back

in using the admin account that was created.
31.

Click the 4th icon from the top in the left pane to access the Volumes pane. Click Create Volume in
the top left to bring up the Create Volume wizard.
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32. Select Thin-Provision in the Select a Preset section. Select the mdiskgroupO in the Select a Pool
section.
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33. To create SAN boot volumes for ESX, in the Volume Details section input: quantity 2, capacity
40GB, name VM-Host-Infra-0, and change the starting numbers 1. Click Create then click Close.
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Note If you plan to add the V7000 file modules and use NFS Datastores for your VM's, you can later delete
the volumes created in the next steps after you migrate the VM's.

34. To create a VMFS Datastore for Virtual Machines, click Create Volume, select Thin-Provision or
another preset you desire, and select mdiskgroupO for the pool.

35. Input quantity 1, capacity 500GB, and name infra_datastore 1. Click Create, then click Close.
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36. To create aswap file VMFS volume, click Create Volume, select Thin-Provision, input mdiskgrpO,
guantity 1, capacity 100GB, and name infra_swap. Click Create, then click Close.
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37. Collect theinformation for the for the Fiber Channel WWPN's that will be used later for SAN boot
by selecting hovering of the cog icon in the left pane to bring up the Settings menu, then click
Network.

38. Select Fiber Channel Portsin the lower left menu, then expand ports 3 and 4 to show the WWPNs.
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Note If you are deploying ablock only system using all 4 fiber channel ports, also collect the information for
port 1 and 2 and they will also be zoned to the FC switch.
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39. Fill inthe WWPN numbers in the chart below as they will be required later when configuring FC
zones. The data for the Hosts will be collected later in this document. For example, ID 3 on node 1
in the above picture corresponds to FC_Nodel-3 in the spreadsheet.

Table 17 WWPN's for IBM Storwize V7000

Source Switch Target Variable WWPN
FC_Nodel-1

FC_Nodel-2

FC Nodel-3 Switch A FC1 var_wwpn_Nodel-switch-A

FC Nodel-4 Switch B FC1 var_wwpn_Nodel-Switch-B
FC_Node2-1

FC_Node2-2

FC Node2-3 Switch A FC2 var_wwpn_Node2-switch-A

FC Node2-4 Switch B FC2 var_wwpn_Node2-switch-B
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VM-Host-infra-01-A Switch A var_wwpn_VM-Host-Infra-01-A
VM-Host-infra-01-B Switch B var_wwpn_VM-Host-Infra-01-B
VM-Host-infra-02-A | Switch A var_wwpn_VM-Host-Infra-02-A
VM-Host-infra-02-B Switch B var_wwpn_VM-Host-Infra-02-B
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Ve saStack Cisco UCS Base

Perform Initial Setup of Cisco UCS 6248 Fabric I nterconnect for VersaStack Environments

CiscoUCS 6248 A

CiscoUCS 6248 B

This section provides detailed procedures for configuring the Cisco Unified Computing System (Cisco
UCS) for usein aVersaStack environment. The steps are necessary to provision the Cisco UCS C-Series
and B-Series servers and should be followed precisely to avoid improper configuration.

To configure the Cisco UCS for use in a VersaStack environment, complete the following steps:
1. Connect to the console port on the first Cisco UCS 6248 fabric interconnect.

Enter the configuration method: console

Enter the setup mode; setup newly or restore from backup. (setup/restore)? Setup

You have choosen to setup a a new fabric interconnect? Continue? (y/n): y

Enforce strong passwords? (y/n) [yl: vy

Enter the password for "admin": <<var password>>

Enter the same password for "admin": <<var_password>>

Is this fabric interconnect part of a cluster (select 'no' for standalone)?

(yes/no) [nl: y

Which switch fabric (A|B): A

Enter the system name: <<var ucs clustername>>

Physical switch Mgmt0 IPv4 address: <<var ucsa mgmt ip>>

Physical switch Mgmt0 IPv4 netmask: <<var ucsa_mgmt_mask>>

IPv4 address of the default gateway: <<var ucsa mgmt gateway>>

Cluster IPv4 address: <<var_ucs_cluster ip>>

Configure DNS Server IPv4 address? (yes/no) [nol: y

DNS IPv4 address: <<var_ nameserver ip>>

Configure the default domain name? y

Default domain name: <<var_dns_domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]: Enter

2. Review the settings printed to the console. If they are correct, answer yes to apply and save the
configuration.

3. Wait for the login prompt and make sure that the configuration process has completed before
proceeding. It could take approximately 3-5 minutes.

To configure the Cisco UCS for use in a VersaStack environment, complete the following steps:

1. Power on the 2nd module and connect to the console port on the second Cisco UCS 6248 fabric
interconnect.
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Enter the configuration method: console

Installer has detected the presence of a peer Fabric interconnect. This Fabric
interconnect will be added to the cluster. Do you want to continue {y|n}? y
Enter the admin password for the peer fabric interconnect: <<var password>>
Physical switch MgmtO0 IPv4 address: <<var ucsb mgmt ip>>

Apply and save the configuration (select 'mo' if you want to re-enter)?
(yes/no): y

Cisco UCSfor IBM Storwize V7000

Login to Cisco UCS Manager

To log in to the Cisco Unified Computing System (UCS) environment, complete the following steps:

1

2
3.
4

o

Open aweb browser and navigate to the Cisco UCS 6248 fabric interconnect cluster address.
Click the Launch UCS Manager link to download the Cisco UCS Manager software.
If prompted to accept security certificates, accept as necessary.

When prompted, enter admin as the user name and enter the administrative password.
<<var_password>>

Click Login to log in to Cisco UCS Manager.

Enter the information for the Anonymous Reporting if desired and click OK.

Upgrade Cisco UCS Manager Softwareto Version 2.2(3d)

This document assumes the use of Cisco UCS Manager Software version 2.2(3d). To upgrade the Cisco
UCS Manager software and the UCS 6248 Fabric I nterconnect software to version 2.2(3d), refer to the
Cisco UCS Manager Install and Upgrade Guides.

Add Block of IP Addressesfor KVM Access

To create a block of I1P addresses for server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, complete the following steps:

N
Wt:e This block of IP addresses should be in the same subnet as the management | P addresses for the Cisco
UCS Manager.
1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Pools > root > |P Pools > IP Pool ext-mgmt.
3. Inthe Actions pane, select Create Block of IP Addresses.
4. Enter the starting | P address of the block and the number of IP addresses required, and the subnet
and gateway information. <<var_In-band_mgmtblock_net>>
5. Click OK to create the IP block.
6. Click OK in the confirmation message.
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Synchronize Cisco UCSto NTP

To synchronize the Cisco UCS environment to the NTP server, complete the following steps:
In Cisco UCS Manager, click the Admin tab in the navigation pane.

Select All > Timezone Management.

In the Properties pane, select the appropriate time zone in the Timezone menu.

Click Save Changes, and then click OK.

Click Add NTP Server.

Enter <<var _global ntp server ip>> and click OK.

Click OK.
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Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis and of additional
fabric extenders for further C-Series connectivity.

To modify the chassis discovery policy, complete the following steps:

1

In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Equipment in the
list on the left.

In the right pane, click the Policies tab.

Under Global Policies, set the Chassis/FEX Discovery Policy to match the number of uplink ports
that are cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

Set the Link Grouping Preference to Port Channel.
Click Save Changes.
Click OK.
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Enable Server and Uplink Ports

To enable server and uplink ports, complete the following steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.

Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
Expand Ethernet Ports.

Select the ports that are connected to the chassis and / or to the Cisco 2232 FEX (two per FEX),
right-click them, and select Configure as Server Port.
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5.
6.

—

10.
11

12.
13.

14.

Click Yesto confirm server ports and click OK.

Verify that the ports connected to the chassis and / or to the Cisco 2232 FEX are now configured as
server ports.
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Select ports 25 and 26 that are connected to the Cisco Nexus switches, right-click them, and select
Configure as Uplink Port.

Click Yesto confirm uplink ports and click OK.
Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
Expand Ethernet Ports.

Select the portsthat are connected to the chassis or to the Cisco 2232 FEX (two per FEX), right-click
them, and select Configure as Server Port.

Click Yesto confirm server ports and click OK.

Select ports 25 and 26 that are connected to the Cisco Nexus switches, right-click them, and select
Configure as Uplink Port.

Click Yesto confirm the uplink ports and click OK.

ChangeFI to FC Switching Mode on FI-A and FI-B

Switching FC modes requires the Fabric Interconnects to reboot. The reboot will take place
automatically. When the Fabric I nterconnects complete the reboot process, a new management session
must be established to continue with management and configuration.

1
2.

Navigate to the Equipment tab in the left pane and expand the Fabric Interconnects object.

Select Fabric Interconnect A, in the left pane, General tab, and click Set FC Switch Mode in the left
pane.

Click yes, then OK.
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4. Wait for the Fabric Interconnects to reboot before proceeding. This should take approximately 5
minutes for the reboot of both nodes.
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Enable Fibre Channd Ports

To enable server and FC uplink ports, complete the following steps:

1. On the equipment tab, select the Fabric Interconnect B which should be the subordinate FI, and
select Configure Unified Ports, click Yes.
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2. Slide the bar to the left to select ports 31-32 for FC (purple), click finish, and say Yes to the reboot
message. You will need to re-login to the client after the reboot of the FI completes.

Unified Computing System Manager

Configure Fixed Module Ports

T PR agem mgre sghE ST rEtE tamm EaE
et | 1
e

A |

Irstruc thons.

Tha posticn of the slider detarmines $1a fpe of the parts,
All the ports t th left of tha tider ara Ehemat ports (L), whils the ports 1 e right are Fibes Channed ports Furplal.

- Port Transport Il Role or Port Channel Membership Cesred If Robe

‘Fort 18 [thar rconfigured | | &
Fort 19 einer Ureconfigured

Fort 20 wter Lnconfigured

Fort 21 e Mrnconfgured

Port 22 S Uronfigured

Port 23 e Lnconfgured

Part 24 thar Ureonfered

Port 25 other Efernet Upirk

Pert 26 ether Efwrret Uplrk

Port 27 s Urconfigured

IFort 28 e Lrconfigured

Fort 259 other Uinconfigured

Fort 30 ey Urconfgured |

Port 31 Jether Urconfigured F< Upird

iPort 32 - Mrconig.red Fi Lpird e

1 Up B acmin Oown Bl Fail _ Link Down

Configure Expansion Modubs Forts Fish Canced

3. Select the Fabric Interconnect A, (primary), then select Configure Unified Ports, and hit Yes.

4. Slidethe Bar to the left to select ports 31-32 for FC (purple), click finish, and say Yes to the reboot
message. You will need to re-login to the client after the reboot of the FI completes
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Create Storage VSANs

These steps provide details for configuring the necessary VSANs and FC Port Channels for the Cisco
UCS environment.

1. Select the SAN tab at the top left of the window.

2. Expand the Storage Cloud tree.

3. Right-click VSANs

4. Select Create Storage VSAN.

5. Enter VSAN_A asthe VSAN name for fabric A.

6. Set the Enabled option for the FC Zoning Setting

7. Select Fabric A.

8. Enter the VSAN ID for fabric A. <<var_vsan_a id>>

9. Enter the FCoE VLAN ID for fabric A. <<var_vsan_a_id>>
10. Click OK and then OK to create the VSAN.

Create Storage VSAN

Mame: VSAN-A
FC Zoning Settings
FC Zoning: Disabled @ Enabled

L}
Do NOT enable local zoning if fabric interconnect is connected to an upstream FC,FCoOE switch.

Common/Global @ Fabric & | /Fabric B Both Fabrics Configured Differanthy

You are creating a local YSAN in fabric A that
maps to
a VSAN ID that exists only in fabric A,

Enter the VSAN ID that maps to this YSAN, Enter the YLAN ID that maps to this VSAaN.

A WLAN can be used to carry FCoE traffic and can
be mapped o this VSAN.

FCoE WLAN: 101

11. Right-click VSANSs.

12. Select Create Storage VSAN.

13. Enter VSAN_B as the VSAN name for fabric B.

14. Set the Enabled option for the FC Zoning Settings
15. Select Fabric B.

16. Enter the VSAN ID for fabric B. <<var_vsan_b_id>>
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17. Enter the FCoE VLAN ID for fabric B. <<var_vsan_b_id>>
18. Click OK and then OK to create the VSAN.

Create Storage VSAN

Mame: YSAN-B
0}
FC Zoning Settings
FC Zoning: ./ Disabled @) Enabled
L
Do NOT enable kocal zoning if fabric interconnect is connected to an upstream FC/FCOE switch.

Common/Global | Fabric 4 (@ Fabric 8 | | Both Fabrics Configured Differently

You are creating a local YSAN in fabric B that AW AN can ba o FCoE traffic and can
be mapped to this VSAM,

maps o
aVYSaN ID that exists only in fabric B.
Enter the WSaN ID that maps to this VSN, Enter the VLAN ID that maps to this VSaM.

WSAN ID: 102 FCoE WLAN: 102
(i o

Configurethe FC Storage Ports

To configure FC Storage Ports compl ete the following steps:

Select the Equipment tab on the top left of the window.

Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
Expand the FC Ports object.

Select FC port 31 that is connected to the IBM storage array.

Select configure as FC storage port in the on the General tab.

Click Yes, then click OK

© o W N P
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@ @ @ New |t options | @ © | M=o actives | [ Exit
o 15 1 o > ﬂEq..lpmant' I Fabric Interconnects * BB Fabric Intercormect s

ral | Fauts [ Events [ Fsm [ stausucs |

|[Equpment] servers | Lan | san | v | admin|
ﬂ .

=
= g8 Equipment
(= Chassis
[ Rack-Mounts
Ry FEX
o Servers
(= I Fabric Interconnects ) )
=1 i Fabric Interconnect 4 (primary)
[ 8 Fixed Module
[+ =l Ethernet Ports
==l FC Ports
=l FC Port 29
=l FC Port 30
-

=@l FC Port 32
# B Fans
HEPsue .
(4w Fabric Interconnect B (subordinate)

7. Select FC port 32 that is connected to the IBM storage array.
8. Select configure as FC storage port in the on the General tab.
9. Click Yes, then Click OK.

10. Select Equipment > Fabric Interconnects > Fabric Interconnect B
11. (primary) > Fixed Module.

12. Expand the FC Ports object.

13. Select FC port 31 that is connected to the IBM storage array.
14. Select configure as FC storage port in the on the General tab.
15. Click Yes, then click OK.

16. Select FC port 32 that is connected to the IBM storage array.
17. Select configure as FC storage port in the on the General tab.
18. Click Yes, then click OK.

Configurethe VSAN for the FC Storage Ports

To configure VSAN-A and VSAN-B, complete the following steps:
1. Select the Equipment tab on the top left of the window.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
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3. Expand the FC Ports object.
4. Select FC port 31 that is connected to the IBM storage array.
In the right pane, click the VSAN drop-down menu and select Fabric A / vsan VSAN_A (101).

5.

6
7
8.
9

10.

11.

12.
13.
14.
15.
16.
17.

K - . "
A @ 1 hew - | G ootions | 6 0 [ @0 [ Elee
o w3 {i§ Eguprment + B Fabr Interconrachs ¢ I Fabric Ierconrect A dorimany] © B Faid Moduls * <l FC Pors + SIRC Part 31

Click the Save Changes button then click OK.

Select FC port 32 that is connected to the IBM storage array.

In the right pane, click the VSAN drop-down menu and select Fabric A / vsan VSAN_A (101).
Click the Save Changes button then click OK.

Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
Expand the FC Ports object.

Select FC port 31 that is connected to the storage array.

In the right pane, click the VSAN drop-down menu and select Fabric B / vsan VSAN_B (102).
Click the Save Changes button then click OK.

Select FC port 32 that is connected to the storage array.

In the right pane, click the VSAN drop-down menu and select Fabric B / vsan VSAN_B(102).
Click the Save Changes button then click OK.

Create WWNN Pools

To configure the necessary World Wide Node Name (WWNN) pools for the Cisco UCS environment,
follow these steps:

1.

2
3.
4

In Cisco UCS Manager, click the SAN tab in the navigation pane.
Choose Pools > root.

Right-click WWNN Pools.

Choose Create WWNN Pool.
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5. Enter WWNN_Pool as the name of the WWNN pool.
6. (Optional) Add a description for the WWNN pool.
7. Click Next.
8. Click Add to add a block of WWNNSs.
9. Keep the default block of WWNNS, or specify a base WWNN.
10. Specify asize for the WWNN block that is sufficient to support the available blade or server
resources.
11. Click OK.
12. Click Finish.
13. Click OK.
{ A Create WWNN Pool Gl

Unified Computing System Manager

Create WWNN Pool Add WWN Blocks @
1. ¥ Define Name and

EE I'H L} i f " SR

2. VAdd WWN Blocks || Name From To &

[20:00:00:25:85:00:00:00 - 20:00:20:00:00:25:85... 20:00:00:25:B5... =

E3 Acd

<Prew || Mext> Finh | | Cancal

Create WWPN Pools

To configure the necessary World Wide Port Name (WWPN) pools for the Cisco UCS environment,
follow these steps:

1
2.

In Cisco UCS Manager, click the SAN tab in the navigation pane.
Choose Pools > root.

Note In

this procedure, two WWPN pools are created: one for fabric A and one for fabric B.

3.
4.
5.

o

Right-click WWPN Pools.

Choose Create WWPN Pool.

Enter WWPN_Pool A as the name of the WWPN pool for fabric A.
(Optional) Enter a description for this WWPN pool.
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7. Click Next.
8. Click Add to add a block of WWPNSs.
9. Specify the starting WWPN in the block for fabric A.

~

Note  For the Versa Stack solution, the recommendation isto place OA in the next-to-last octet of the starting
WWPN to identify all the WWPNs in this pool as fabric A addresses.

10. Specify asize for the WWPN block that is sufficient to support the available blade or server
resources.

11. Click OK.
12. Click Finish to create the WWPN pool.
13. Click OK.

Create WWN Block

From: Lzu:nn:un:zs:ns:m:m:un spe: | 3]
L]

To ensure uniqueness of WiWhis in the SAN Fabric, you are strongly
encouraged to uss the Following WWN prefix;
20:00:00:2 5:b5:HHz1MKR

Cﬁl Cancel

14. Right-click WWPN Pools.

15. Choose Create WWPN Pool.

16. Enter WWPN_Pool_B as the name for the WWPN pool for fabric B.
17. (Optional) Enter a description for this WWPN pool.

18. Click Next.

19. Click Add to add a block of WWPNSs.

20. Enter the starting WWPN address in the block for fabric B.

Note  For the VersaStack solution, the recommendation is to place OB in the next to last octet of the starting
WWPN to identify all the WWPNs in this pool as fabric B addresses.

21. Specify asize for the WWPN block that is sufficient to support the available blade or server
resources.

22. Click OK.
23. Click Finish.
24. Click OK.
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CreatevVHBA Templatesfor Fabric A and Fabric B

To create multiple virtual host bus adapter (vHBA) templates for the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
Choose Policies > root.

Right-click vHBA Templates.

Choose Create vVHBA Template.

Enter vHBA_Template A asthe vHBA template name.

Click the radio button Fabric A.

In the Select VSAN list, Choose VSAN_A.

In the WWPN Pool list, Choose WWPN_Pool_A.

Click OK to create the vHBA template.

10. Click OK.

© © N o o M w N

Create vHBA Template o

11. Inthe navigation pane, click the SAN tab.

12. Choose Policies > root.

13. Right-click vHBA Templates.

14. Choose Create VHBA Template.

15. Enter vHBA_Template_B as the vHBA template name.
16. Click the radio button Fabric B.

17. Inthe Select VSAN list, Choose VSAN_B.

18. Inthe WWPN Pool, Choose WWPN_Pool_B.

19. Click OK to create the vHBA template.
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20. Click OK.

' Create vHBA Template

Createthe Storage Connection Policy Fabric-A

To create a storage policy for Fabric-A that will help create the FC fabric zoning, follow these steps:
Select the SAN tab at the top left of the window.

Go to Policies > root.

Right-click Storage Connection Policies.

Select Create Storage Connection Policy.

Enter Storage Connection Policy name Fabric-A.

o g k~ w DN P

Select the Zoning Type Single Initiator Multiple Targets.
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Create Storage Connection Policy

Mame: Fab-A-Infra
I:)&a:s-:r::utll:m:I'-I
Zoning Type: . /None | Single Initiator Single Target | @ Single Initiator Multiple Targats
FC Target Eu;mohts
A Filter | = Export| = Print

WIAPN Path

7. Click the plusicon to add the FC Target Endpoint.
8. Enter the WWPN for Node 1 Fabric A <<var_wwpn_Nodel-switch-A>>,

9. Select Path A.
10. Select VSAN VSAN_A.

& Create FC Target Endpoint
Create FC Target Endpoint

WIWPNL 50:05:07:68:08:23:20:FC
Description: | node1-A
Path: @ A B

Saelect VSAN: WSAMN VSAN-A (1., *  ElCreate VSaN
<ok set>

VSAN VSAN-A (101) ﬁ K Cancel

IWSAN default (1)

11. Click OK to create the FC Target Endpoint.
12. Click the plusicon to add the FC Target Endpoint.
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13. Enter the WWPN for Node 2 FC path A <<var_wwpn_Node2-switch-A>>,
14. Select Path A.

15. Select VSAN VSAN_A.

16. Click OK to create the FC Target Endpoint.

17. Click OK to create the storage connection policy.

Create the Storage Connection Policy Fabric-B

To create the storage connection policy for Fabric-B, complete the following steps.
Select the SAN tab at the top left of the window.

Go to Policies > root .

Right-click Storage Connection Policies.

Select Create Storage Connection Policy.

Enter Storage Connection Policy name. Fabric-B.

© o W N P

Select the Zoning Type Single Initiator Multiple Targets.

Create Storage Connection Policy

Mame: Fabric-B
Loy
Description:
Zoning Type: Nona || Single Inftiator Single Target (@) Single Initiator Multiple Targsts

FC Target Endpoints
&, Filter | = Export| iz Print

WIAFPN Path

7. Click the plusicon to add the FC Target Endpoint.
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8. Enter the WWPN for Node 1 Fabric B <<var_wwpn_Nodel-Switch-B>>.
9. Select Path B.
10. Select VSAN VSAN_B.

Create FC Target Endpoint L2

PH: 50.05:07:68:08:24:20:FC

11. Click OK to create the FC Target Endpoint.

12. Click the plusicon to add the FC Target Endpoint.

13. Enter the WWPN for <<var_wwpn_Node2-switch-B>>.
14. Select Path B.

15. Select VSAN VSAN_B.

16. Click OK to create the FC Target Endpoint.

17. Click OK to create the storage connection policy.

e T e -
e =BG B Polees ¢+ oot ¢ ) Siorage Cormection Polces 5w acn Correcton

a5 O, ol Evit v
Noarra [ ]
i Rabreh
B e Targe Eraport ST 58 08 20 D
Fo S0 AT 05 0B A FC

Fi Target Endpors SO AT 496108 29 20 D
I Fe Target Ercpor AT R0
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Createa SAN Connectivity Policy
To create a San Connectivity Policy that will be leveraged for automated Fibre Channel zone creation
on the Fabric interconnect, follow these steps:
1. Select the SAN tab at the top left of the window.
2. Goto Policies> root.
3. Right click the SAN Connectivity Policies, and Click create New San Connectivity policy.
4. Input name Dual-Fabric.
5. Select WWNN_Pool for WWNN Assignment .

Create SAN Connectivity Policy

Marme: Cual-Fabric
Description:
A server i identified on a SAN by its World Wide Node Name (WWHNIN). Specify how the system should assign a WWINN 1o the server
associated with this profile.

world Wide Node Name

WIWRIN Assignment: WWWRIN_Po0I(30,32)

3 Create WAWRN Poal

The WA will be assigned from the sskected pool.
The available/total Wisiie are displayed after the poal name.

6. Click the Add button on the bottom.
7. Enter Name Fabric-A.

8. Click Use vHBA-template.

9. Select vHBA_Template A.

10. Select Adapter Policy VMware.
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12.
13.
14.
15.
16.

Click OK.

Click Add.

Enter Name Fabric-B.

Select Use VHBA Template.
Select vHBA-Template-B.
Select Adapter Policy VMware.
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17. Click OK to complete the policy creation.

18. Click OK.

19. Expand the San Connectivity Policies and click the Dual-Fabric policy.
20. Intheright screen, click the HBA initiator groups tab.

21. Click the green add button on the right side.
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22.
23.
24.
25.

Enter Fabric-A for the Name.

Click the Fabric-A select box.

For Storage Connection Policy, Select Fabric-A.
Click OK, then click OK again.
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26. Click the Add button.

27. For the Name input Fabric-B.

28. Select the checkbox Fabric-B.

29. For Storage Connection Policy, Select Fabric-B.
30. Click OK, then Click OK again.
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Acknowledge Cisco UCS Chassisand FEX

To acknowledge all Cisco UCS chassis and external 2232 FEX modules, complete the following steps:
1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.

2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis, click Yes, then click OK.

e T
{5 G S e | e

e 1 | I | By P a4 11D
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4. If C-Series servers are part of the configuration, expand Rack Mounts and FEX.
5. Right-click each FEX that is listed and select Acknowledge FEX.
6. Click Yes, then click OK.

GO S| Do U 0| Arerien | Ho
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Create Uplink Port Channelsto Cisco Nexus Switches

To configure the necessary port channels out of the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

Note  In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and
one from fabric B to both Cisco Nexus switches.

Under LAN > LAN Cloud, expand the Fabric A tree.
Right-click Port Channels.

Select Create Port Channel

Enter 13 as the unique ID of the port channel.

Enter vPC-13-Nexus as the name of the port channel.
Click Next.

N o g M~ W DN
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Unified Computing System Manager

Creats Port Channel Set Port Channel Name

1.+ sSet Port Channel Hame
2. —t-ﬂx Ports

Hame: |VPC-13-Newusd
(

Do ] o | v |

10.
11
12.
13.
14.
15.
16.
17.
18.

19.
20.
21.

Select the following ports to be added to the port channel:
— Slot ID 1 and port 25
— Slot ID 1 and port 26

Click >> to add the ports to the port channel.

Click Finish to create the port channel.

Click OK.

In the navigation pane, under LAN > LAN Cloud, expand the fabric B tree.

Right-click Port Channels.

Select Create Port Channel.

Enter 14 as the unique 1D of the port channel.

Enter vPC-14-NEXUS as the name of the port channel.

Click Next.

Select the following ports to be added to the port channel:
— Slot ID 1 and port 25
— Slot ID 1 and port 26

Click >> to add the ports to the port channel.

Click Finish to create the port channel.

Click OK.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, compl ete the following
steps:

1

In Cisco UCS Manager, click the LAN tab in the navigation pane.
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2. Select Pools > root.

~

Note In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.
4. Select Create MAC Pool to create the MAC address pool.

A Tnco Usluesd Compusng Syriem Mansger - g o ==
| vl e vy G P+ | 2 Epeors o (=i O]
v [ 'y
= i m % w B AR A s Pk
- - SHAL Py
| | Eomrmern | arenre ] ks | v | e B o a1 i v
[ L = Fasrs - =
LB -~

5. Enter MAC_Pool_A as the name of the MAC pool.
6. Optional: Enter a description for the MAC pool.

7. Click Next.

8. Click Add.

9. Specify astarting MAC address.

Note  For the VersaStack solution, the recommendation is to place OA in the next-to-last octet of the starting
MAC address to identify all of the MAC addresses as fabric A addresses.

10. Specify asize for the MAC address pool that is sufficient to support the available blade or server
resources.

~ Create a Block of MAC Addresses B

Create a Block of MAC Addresses

First MAC Address: !un:zs:as:u?m:uu Size: |i 32 5:
] 0

To ensure uniqueness of MACs in the LAk Fabric, you are stronghy
encouraged bo use the following MAC prefix:
D02 5B Sz
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11. Click OK.

12. Click Finish.

13. Inthe confirmation message, click OK.

14. Right-click MAC Pools under the root organization.

15. Select Create MAC Pool to create the MAC address pool.
16. Enter MAC_Pool_B as the name of the MAC pool.

17. Optional: Enter a description for the MAC pool.

18. Click Next.

19. Click Add.

20. Specify a starting MAC address.

Note  For the VersaStack solution, the recommendation is to place OB in the next to last octet of the starting
MAC address to identify all the MAC addresses in this pool as fabric B addresses.

21. Specify asize for the MAC address pool that is sufficient to support the available blade or server
resources.

Create a Block of MAC Addresses

First MAC Addrass: |00:25:B5:07:08:00 Size: I 32 E:
LA

To ensure uniqueness of MACs in the LAN Fabric, you are strongly
encouraged to use the Followng MAC prefix:
DD:25:B5 MRS

[ox | _concel |

22. Click OK.
23. Click Finish.
24. In the confirmation message, click OK.

Create UUID Suffix Pool
To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS
environment, complete the following steps:

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Pools > root.

Right-click UUID Suffix Pools.

Select Create UUID Suffix Pool

Enter UUID_Pool as the name of the UUID suffix pool.

o o~ w NP

Optional: Enter a description for the UUID suffix pool.
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7. Keep the prefix at the derived option.

8. Click Next.

9. Click Add to add a block of UUIDs.

10. Keep the From field at the default setting.

11. Specify asizefor the UUID block that is sufficient to support the available blade or server resources.

Create a Block of UUID Suffixes

From: |0000-000000000001 sm:é) 33
(]

Ok I Cancel

12. Click OK.
13. Click Finish.
14. Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:

A

Note  Consider creating unique server pools to achieve the granularity that is required in your environment.

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Pools > root.

Right-click Server Pools.

Select Create Server Pool.

Enter Infra_Pool as the name of the server pool.

Optional: Enter a description for the server pool.

Click Next.

Select two (or more) servers to be used for the VMware management cluster and click >> to add
them to the Infra_Pool server pool.

9. Click Finish.
10. Click OK

® N o g & W DN PP
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Create VLANSs
To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment,
complete the following steps:
1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
S

Note Inthis procedure, five VLANS are created.

Select LAN > LAN Cloud.

Right-click VLANS.

Select Create VLANS

Enter IB-MGMT-VLAN as the name of the VLAN to be used for management traffic.
Keep the Common/Global option selected for the scope of the VLAN.

Enter <<var_ib-mgmt_vlan_id>> asthe ID of the management VLAN.

Keep the Sharing Type as None.

Click OK, and then click OK again.

© ©® N o o M w D
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10.
11
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31
32.
33.
34.
35.
36.
37.
38.

39.

Right-click VLANS.

Select Create VLANS

Enter NFS-VLAN as the name of the VLAN to be used for NFS.

Keep the Common/Global option selected for the scope of the VLAN.
Enter the <<var_nfs vlan_id>> for the NFS VLAN.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANSs.

Select Create VLANS.

Enter vMotion-VLAN as the name of the VLAN to be used for vMotion.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the <<var_vmotion_vlan_id>> asthe ID of the vMotion VLAN.
Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANSs.

Select Create VLANS.

Enter VM-Traffic-VLAN as the name of the VLAN to be used for the VM traffic.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the <<var_vm-traffic_vlan_id>> for the VM Traffic VLAN.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANS.

Select Create VLANS

Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the <<var_native_vlan_id>> asthe ID of the native VLAN.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Expand the list of VLANSs in the navigation pane, right-click the newly created Native-VLAN and
select Set as Native VLAN.

Click Yes, and then click OK.

Create Host Firmwar e Package

Firmware management policies allow the administrator to select the corresponding packages for agiven
server configuration. These policies often include packages for adapter, BIOS, board controller, FC
adapters, host bus adapter (HBA) option ROM, and storage controller properties.
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To create afirmware management policy for agiven server configuration in the Cisco UCS environment,
complete the following steps:

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Policies > root.

Right-click Host Firmware Packages.

Select Create Host Firmware Package

Enter VM-Host-Infra as the name of the host firmware package.
Leave Simple selected.

Select the version 2.2(3d) for Blade Servers. Also Select the 2.2(3d) for the Rack Package if using
rack servers.

N o g > W DR

©

Click OK to create the host firmware package.
9. Click OK.

Set Jumbo Framesin Cisco UCSFabric
To configurejumbo frames and enable quality of serviceinthe Cisco UCSfabric, completethefollowing
steps:
1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > LAN Cloud > QoS System Class.
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In the right pane, click the General tab.

On the Best Effort row, enter 9216 in the box under the MTU column.
Click Save Changes in the bottom of the window.

Click OK.
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Create Local Disk Configuration Policy

Thiswill create a SAN boot disk policy. A local disk configuration for the Cisco UCS environment is
necessary if the serversin the environment do not have alocal disk.

~

Note  This policy should not be used on servers that contain local disks.

To create alocal disk configuration policy for San-Boot, complete the following steps:
In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root.

Right-click Local Disk Config Policies.

Select Create Local Disk Configuration Policy.

Enter SAN-Boot as the local disk configuration policy name.

Change the mode to No Local Storage.

Click OK, to create the local disk configuration policy.

Click OK.

© N o 0 M~ 0w NP
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reate Local Disk Configuration Policy

Create Network Control Palicy for Cisco Discovery Protocol
To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network
ports, complete the following steps:

In Cisco UCS Manager, click the LAN tab in the navigation pane.

Select Policies > root.

Right-click Network Control Policies.

Select Create Network Control Policy

Enter Enable_CDP as the policy name.

For CDP, select the Enabled option.

Click OK to create the network control policy.

N o g M W NP
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~ Create Network Control Policy [ X|

Create Network Control Policy

Mame: &I}Enab!e_CDP

MAC Register Mode: (* Only Native ¥lan ¢ All Host Wlans
Action on Uplink Fail: | ¢+ LinkDown (" Warning

MAC Security

Fo(gg:(:mrm

OK I Cancel

8. Click OK.

Create Power Control Palicy

To create a power control policy for the Cisco UCS environment, complete the following steps:
In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root.

Right-click Power Control Policies.

Select Create Power Control Policy

Enter No-Power-Cap as the power control policy name.

Change the power capping setting to No Cap.

Click OK to create the power control policy.

Click OK.

© N o g & W N PP
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Create Power Control Policy

Hm:JHu—PuwerL(ap
0

Description: [
Power Capping

If you choose cap, the server is allocated a certain amount of power based on it priority within its
power group. Priority values range from 1 to 10, with 1 being the highest priority. If you choose
no-cap, the server iz exempt from all power capping.

* NoCad (™ cap
IS |

Cisco LICS Manager only enforces power capping when the servers in a power group require more power
than is currently available. With sufficent power, all servers run at full capacity regardless of their

CIKl Cancel

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, complete the
following steps:

~

Note  This example creates a policy for aB200-M3 server. If you have purchased B200-M4 servers, please
change the values of M3 to M4.

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Policies > root.

Right-click Server Pool Policy Qualifications.

Select Create Server Pool Policy Qualification

Enter UCSB-B200-M3 as the name for the policy.

Select Create Server PID Qualifications.

Enter UCSB-B200-M3 as the PID.

Click OK to create the server pool qualification policy.

Click OK, and then click OK again.

© © N o o0 »~ w DN PR
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e ] |
Create Server Pool Policy Qualification :

Name: |UCS-B200-M3
Description:
This server pool policy qualification will apply to new or re-discovered servers, Existing servers are not qualified until they are re-discovered

#2| Create Adapter Qualfications 14 =l | Fiter | = Export | g Print

£2| Create Chassis/Server Qualifications Mame I Max I Model I From I To I Architecture I Speed I Stepping I Pawer Group Ifﬁl

iz| Create Memory Qualifications =

- i o - Create Server PID Qualifications E =

i| Create CPU/fCores Qualifications

£:| Create Storage Qualfications Create Server PID Qualifications ¢

i| Create Server PID Qualifications

i:| Create Power Group Qualifications
2| Create Rack Qualifications PID (RegEx): (Lm—j_um_m

Cancel |
=
E Cancel |

Create Server BIOS Palicy

These polices below are for optimal performance for VMware. Depending on your requirements, you
can change the settings appropriately. Please consult Cisco UCS documentation. To create a server
BI1OS policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Policies > root.

Right-click BIOS Policies.

Select Create BIOS Policy

Enter VM-Host-1nfra as the BIOS policy name.

Change the Quiet Boot setting to Disabled.

@ o~ W DN
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Unified Computing System Manager
Create EIOS Policy Main @
L. v Main

Processor

D Inkel Directed 10

D R4S Memory
Serial Pork
LISE

D PCI Configuration
Boot Cptions
Server Managerment

oo ;e ok D

= Prey. | Mext = I Finish Cancel

10.

12.
13.
14.
15.

Click Next.

Change Turbo Boost to enabled.

Change Enhanced Intel Speedstep to enabled.
Change Hyper Threading to enabled.

Change Core Multi Processing to all.

Change Execution Disabled Bit to enabled.

Change Virtualization Technology (VT) to enabled.
Change Direct Cache Access to enabled.

Change CPU Performance to Enterprise.
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Create BIOS Policy Processor

. ¥ Main
. ¥ Processor
. Untel Directed 10 Turbo Boost; disabled @ enabled Platform Default

: JRAS Mermary 0]

Duse
- Uea ©
. jgﬂ Core Multi PrDcessing:@all

AP
jw Execute Disabled Bit: dissbled @ enabled Platforim Default
0. oot Options D

11. U gerver management Wirtualization Technology (vT): disabled @/enabled | Platform Default
0]

Hyper Threading: disabled '@ enabled Platform Default

1

2

3

4

5. sarial Port Enhanced Intel Speedstep: disabled @) enabled Platform Default
a ol

7

a2

Q

Hardhare Pre-fetcher: disabled enabled @ Platform Default
Adjacent Cache Line Pre-fetcher: disabled | enabled (@) Platform Default
DCU Strearmer Pre-fetch: disabled enabled @ Flatform Default
DCU IP Pre-fatcher : disahled enabled (@ Platform Default
Direct Cache Access: disabled '@ enabled Platform Default
Processor © State! disabled enzbled @ Platform Default
Processor C1E! digabled enabled (@) Platform Default
Processor C3 Repaort: disabled acpi-c2 acpi-c3 @) Platform Default
Processor C6 Report: disabled enabled @) Platform Default
Processor C7 Report: disabled | enabled @ Platform Default

CPU Performance: enterprise high-throughput hpc Platform Def

I 3

< Prey |[ Mest = ] | Finish || Cancel

16. Click next to go the Intel Directed IO Screen.
17. Changethe VT for Direct 10 to enabled.

Note  With the Cisco VM-FEX technology, virtual machines can now directly write to the virtual network
interface cards (NICs) when the directed 1/0 option is enabled at the BIOS level.
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. ¥ Main
. v Processor
. ¥ Intel Directed 10

RAS Mermory
Serial Port

duss

Uect

Qopr

- JLom and Pcte Siots
Jpont Options
Userver Management

SRt RN R A

o
i)
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18. Click next to go the RaS Memory screen.

19. Change the Memory RAS Config to maximum performance,

20. Change NUMA to enabled.

21. Change LV DDR Mode to performance-mode.
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A Create BIOS Policy

Unified Computing System Manager

Create BIOS Palicy RAS Memory

. %'Main
. V’PI’DCBSSDI’
. Intel Directed 10

. YRAS Memory
Serial Port

Juss

et

- Dorr

: DLOM and PCle Slots
a Boot Options

a Server Management

m
=0 Platform Default

[r R RS s BN A R R

=
= 0

<frev | [ mext> | [ Fnish | [ cancel |

22. Click Finish to create the BIOS policy.
23. Click OK.

Create VNIC/VHBA Placement Palicy for Virtual Machine Infrastructure Hosts

To create avNIC/VHBA placement policy for the infrastructure hosts, complete the following steps:
In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root.

Right-click vNIC/VHBA Placement Policies.

Select Create Placement Policy.

Enter VM-Host-1nfra as the name of the placement policy.

Click 1 and select Assigned Only.

Click OK, and then click OK again.

N o g M~ 0w DN P
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 Create Placement Policy

Server Configuration W

Create Placement Policy

Marme:

Virtual Slot Mapping Scheme:

VM-Host-Infra
A

f+ Round Robin @ Linear Drderedé

&, Filter | = Export | iz Print

Virtual Slat Selection Preference
1 Assigned Only
2 All
3 all
4 All

| K I Cancel

Update the Default M aintenance Policy

To update the default Maintenance Policy, complete the following steps:

Select Policies > root.

Click Save Changes.

© g &~ w NP

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Maintenance Policies > default
Change the Reboot Policy to User Ack.

Click OK to accept the change.
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A Cisco Unified Computing System Manager - fi-a = =] X8
' Fault Summary - - R - e - alual
v A A rQ B New - | [4 Options | i (B Eexit e

a > 1 3 => =p Servers + B Policies + g root + £ Maintenance Policies + S default S default!|

Equipment | Servers | Lant | San [ vt | admin i Everts|
Filter: All = Actions Properties
K] Name: default
o =0 Show Policy Usage Description:
-
Service Profiles 1 Qwrer: Lacal

Service Profile Templates

=) Policies

E1-4% root

- B adapter Policies

[ £ BIOS Defaults

- 5 BIOS Policies

- S Boot Policies

i B Host Firmware Packages
£ IPMI Access Profiles

£ KkvM Management Policies

Reboot Palicy: Immediate @ User Ack Timer Automatic
0]

w-F

5 Local Disk Canfig Policies
g Maintenance Policies

m

= default
‘E Management Firmware Packages
- & mMemory Policy
- S Power Control Policies
[ Scrub Policies
£ Serial aver LAN Policies
5 server Pool Palicies
5 Server Pool Policy Qualifications
5 Threshold Palicies
5 iI5CSI Authentication Profiles
E wMedia Palicies
5 wNIC/HBA Placement Policies
&, Sub-Organizations
—J- & Pools

=43, root

[l =p Server Pools

1=- & Server Pool Infra_Pool

fanRes

el

< Servar 1/1
P e Server 142
- & Corvar Bonl dafault

Save Changes ‘ | Reset Yaluss

CreatevNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment,
complete the following steps:

S

Note The "Enable Failover " option isused for the vNICsin these steps as default, however , if deploying
the optional N1kV virtual switch, the "Enable Failover " options for the vNICs should remain
unchecked. "

In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select Policies > root.

Right-click vNIC Templates.

Select Create VNIC Template

Enter vNIC_Template A as the vNIC template name.

Keep Fabric A selected.

Select the Enable Failover checkbox.

Under Target, make sure that the VM checkbox is not selected.

© ©®© N o o M w D P

Select Updating Template as the Template Type.

Under VLANS, select the checkboxes for IB-MGMT-VLAN, NFS-VLAN, Native-VLAN,
VM-Traffic-VLAN, and vMotion-VLAN.

Set Native-VLAN as the native VLAN.

=
©

[EnY
=
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12.
13.
14.
15.
16.

For MTU, enter 9000.
In the MAC Pool list, select MAC_Pool_A.

In the Network Control Policy list, select Enable_CDP.
Click OK to create the vNIC template.

Click OK

A Create WIC Template
Create vNIC Template

17.

10.

Server Configuration W

11 wNIC_Template_a
i

o J:'i}ger'| nExporbl%F'r‘lnt

Select

MHame

MNative WLaM

[B-PAGMT-YLAN

MNFS-LAN

[Ed
vl

Mative-YLaN

W-Traffic-vLan

otion-YLAN

©
©
@
©
©

In the navigation pane, select the LAN tab.
18. Select Policies > root.
Right-click vNIC Templates.
20. Select Create vNIC Template
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21. Enter vNIC_Template B asthe vNIC template name.
22. Select Fabric B.

23. Select the Enable Failover checkbox.

24. Select Updating Template as the template type.

25. Under VLANS, select the checkboxes for IB-MGMT-VLAN, NFS-VLAN, Native-VLAN,
VM-Traffic-VLAN, and vMotion-VLAN.

26. Set Native-VLAN asthe native VLAN.

27. For MTU, enter 9000.

28. Inthe MAC Pooal list, select MAC_Pool B.

29. In the Network Control Policy list, select Enable_CDP.
30. Click OK to create the vNIC template.

31. Click OK.

Create vNIC Template

Mame: ¥NIC_Template_B
(o

Description:
Fabric 1D: Fabric & @ Fabric B | | Enable Failover

]
Target
| Adapter
WM

Warning
If¥M is selected, 3 port profile by the same name will be created.
If & port profile of the same narme exists, and updating template is selected, it will be overwritten

Template Type: Initial Termplate @ Updating Template
@
YLANs
&, Filter | = Expart | Print
Select Narne Native YLAN

default
IB-MGMT-VLAN
HESLAN
Native-vLAN
WM-Traffic-vLan

kd Create VLAN
MTU: 9000
0y
MAC FDD|:®MAC_PDD|_B(32/'.‘. -

QoS Policy! <not set> -
MNetwork Control PDIiEy:@EﬂabIB_CDF’

Fin Group: <not set>
Stats Threshold Policy: default
Connection Policies

@/ Dynamic ¥MIC ushIC YD

Dynamic yNIC Connection Policy: <not set>

|. OK || Cancel |
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Create Boot Policies
This procedure applies to a Cisco UCS environment in which two FC interfaces are on cluster node 1
and two FC interfaces are on cluster node 2.

Two boot policies are configured in this procedure. The first policy configures the primary target to be
fcp_a and the second boot policy configures the primary target to be fcp_b.

To create boot policies for the Cisco UCS environment, follow these steps:

Note  You will be using the WWPN variables that were logged in the storage section WWPN table.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Choose Policies > root.

3. Right-click Boot Policies.

4. Choose Create Boot Palicy.

5. Enter Boot-Fabric-A as the name of the boot policy.

6. (Optional) Enter a description for the boot policy.

7. Keep the Reboot on Boot Order Change check box unchecked.

8. Expand the Local Devices drop-down menu and Choose Add CD/DVD ( you should see local and
remote greyed out).

| A Create Boot Palicy (=]

Create Boot Policy

Mame: Boot-Fabric-a
(I

Description:
]

Reboot on Boot Order Change:

Enforce wMICAHBASASCSI Mame:

BootMode: @ Legacy ([ Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence,

The effective order of boot devices within the same device class (LAN/Starage/SCSI) is determined by PCIe bus scan order,

If Enforce wNIC/vHBA/ISCSI Name is selected and the vNIC/AHBAASCSI does not exist, a config error will be reported,

If it is hot selected, the vNICs/AvHRASASCSI are selected if they exist, otherwise the vNICAHBAASCSI with the lowest PCle bus scan order is used,

- A

1+ =) |, Filter| = Export| i Print

B add Local Disk
B add Local LU L
B £ddl SO Card +(5) CD/DVD 1
B Add Internal LISE .
B Add External USE

Mame Order WNICAHBAAISCSI wMIC Type Lun ID WA

> [a]

b 2 Floppy

k= add Lacal Floppy
k= 2dd Remote Floppy

(@) Add Remote Yirtual Drive -

Cancel ‘
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9. Scroll down on the left side and expand the vHBASs drop-down menu and Choose Add SAN Boot.
10. Inthe Add SAN Boot dialog box, enter Fabric-A in the vHBA field.

11. Make sure that the Primary radio button is selected as the SAN boot type.

12. Click OK to add the SAN boot initiator.

Add SAN Boot

vHBA: lfabric—h
0
Type: (* Primary ( Secondary

0K| Cancel

13. From the vHBA drop-down menu, choose Add SAN Boot Target.

14. Keep 0 asthe value for Boot Target LUN.

15. Enter the WWPN for node 1 going to switch A << var_wwpn_Nodel-switch-A>>
16. Keep the Primary radio button selected as the SAN boot target type.

17. Click OK to add the SAN boot target.

A Add SAN Boot Target
Add SAN Boot Target

Boot Target LLM: 0

Boot Target WiPH: .;-,_::"_ 8:08:23:20:FC

Type: '@ Primary Secondary

Ok | Cancel

18. From the vHBA drop-down menu, choose Add SAN Boot Target.

19. Keep 0 asthe value for Boot Target LUN.
20. Enter the WWPN for node 2 going to switch A << var_wwpn_Node2-switch-A>>
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. Click OK to add the SAN boot target.

Add SAN Boot Target

Boot Target LUM: 0

Boot Target W\APN: 50:05:07:68:08:23:20:1
]

Type: Primary Secondary

22.
23.
24.
25.

[ (04 J| Cancel |

From the vHBA drop-down menu, choose Add SAN Boot.

The SAN boot type should automatically be set to Secondary
Click OK to add the SAN boot initiator.

- Add SAN Boot

Add SAN Boot

vHBA: J_Fabril:—B|
:lf

CPrmany ¢

26.
27.
28.
29.
30.

OK I Cancel

From the vHBA drop-down menu, choose Add SAN Boot Target.
Keep 0 as the value for Boot Target LUN.

Keep Primary as the SAN boot target type.
Click OK to add the SAN boot target.

In the Add SAN Boot dialog box, enter Fabric-B in the vHBA box.

Enter the WWPN for node 2 switch B <<var_wwpn_Node2-switch-B>>

Server Configuration W
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Add SAN Boot Target

Boot Target LUM: 0
Boot Target WhWPN: 50:05:07:68:08:24:20:1
(]

Type: @) Primary Secondary

31
32.
33.
34.

| O || Cancel |

From the vHBA drop-down menu, choose Add SAN Boot Target.

Keep 0 as the value for Boot Target LUN.

Enter the WWPN for Node 1 switch B <<var_wwpn_Nodel-Switch-B>>
Click OK to add the SAN boot target.

Add SAN Boot Target

Boot Target LUMN: 0

Boot Target \WiAFN: @50:05:0?:63:03:24:20:I

Type: Primary Secondary

35.
36.
37.
38.
39.
40.
41.
42.
43.

| Ok || Cancel |

Click OK, and then OK again to create the boot policy.

Right-click Boot Policies again.

Choose Create Boot Policy.

Enter Boot-Fabric-B as the name of the boot policy.

(Optional) Enter a description of the boot policy.

Keep the Reboot on Boot Order Change check box unchecked.
From the Local Devices drop-down menu choose Add CD/DVD.
From the vHBA drop-down menu choose Add SAN Boot.

In the Add SAN Boot dialog box, enter Fabric-B in the vHBA box.

. Make sure that the Primary radio button is selected as the SAN boot type.

r VersaStack for Data Center with Direct Attached Storage



45,
46.
47.
48.
49,
50.
51.
52.
53.

55.
56.
57.

58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
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Click OK to add the SAN boot initiator.

From the vHBA drop-down menu, choose Add SAN Boot Target.
Keep 0 as the value for Boot Target LUN.

Enter the WWPN <<var_wwpn_Nodel-Switch-B>>

Keep Primary as the SAN boot target type.

Click OK to add the SAN boot target.

From the vHBA drop-down menu, choose Add SAN Boot Target.
Keep 0 as the value for Boot Target LUN.

Enter the WWPN for <<var_wwpn_Node2-Switch-B>>.

Click OK to add the SAN boot target.

From the vHBA menu, choose Add SAN Boot.

In the Add SAN Boot dialog box, enter Fabric-A in the vHBA box.

The SAN boot type should automatically be set to Secondary, and the Type option should be
unavailable.

Click OK to add the SAN boot initiator.

From the vHBA menu, choose Add SAN Boot Target.

Keep 0 as the value for Boot Target LUN.

Enter the WWPN for <<var_wwpn_Node2-switch-A >>.
Keep Primary as the SAN boot target type.

Click OK to add the SAN boot target.

From the vHBA drop-down menu, choose Add SAN Boot Target.
Keep 0 as the value for Boot Target LUN.

Enter the WWPN for <<var_wwpn_Nodel-switch-A >>.
Click OK to add the SAN boot target.

Click OK, and then click OK again to create the boot policy.
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Create Service Profile Templates

& Create Boot Policy

Create Boot Policy

Mame: Boot-Fabric-B

Descr iption:
Reboot on Boot Order Change: ||

Enfiorce wNICHHBAAISCSI Name: ||

BootMode; (@ Legacy | Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence,

The effective order of baot devices within the same device class (LAN/Storage/iSCSI) is determined by PCIe bus scan order.
If Enforce wNIC/vHBA/iISCSI Name is selected and the vMIC/#HBA/ISCSI does not exist, a config error will be reported.

If it is not selected, the vNICs/vHBAS/ISCSI are selected if they exist, otherwise the vNIC/wWHBA/ISCSI with the lowest PCle bus scan arder is used,

[ ] -

ke A Flappy
| 4dd Local Floppy
k= &dd Remate Floppy

(@) aAdd Remote Virtual Drive

CIMC Mounted viMedia ¥

m

iSCSI vNICS ¥ -

Boot Order

1+ = | Filter | = Expart | Print

L

{3 CD/DVD
-1 San
=i SAN primary
= SAN Target primary
i SAN Target secondary
=i SAN secondary

- SAN Target primary

=i SAN Target secondary

Order wMNICHYHRASSCST vHIC
1
2

Fabric-B

Fabric-A

Type

Primary
Frimary
Secondary
Secondary
Frimary
Secondary

Lun ID

W |§

50:05:07:68:0B:24:20:FC
50:05:07:68:08:24:20:FD

50:05:07:68:0B:23:20:FC
50:05:07:68:0B:23:20:FD

Ok H Cancel

In this procedure, two service profile templates are created: one for fabric A boot and one for fabric B
boot. The first profile is created and then cloned and modified for the second host.

To create service profile templates, follow these steps:

1

2
3
4.
5

Right-click root.

Identify the Service Profile Template:

Choose Service Profile Templates > root.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Choose Create Service Profile Template to open the Create Service Profile Template wizard.

a. Enter VM-Host-Infra-Fabric-A asthe name of the service profile template. This service profile

template is configured to boot from node 1 on fabric A.

b. Click the Updating Template radio button.
c. Under UUID, choose UUID_Pool as the UUID pool.

d. Click Next.
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Unified Computing System Manager
rost Service Profils Template | ld@NLify Service Profile Template

o g You rnust enter a name for the serice profile template and specify the template type. You can also specify how a UUID will be
1. ¥ Identify Service
assigned to this template and enter & description.
Profile Template

- Unistworkng Name: ¥M-Host-Infra-Fabric-a
3 —]Stnrage L
i _]zgmng The template will be created in the following organization, Its narme must be unigue within this organization,

g JvNIC{vHBA Placement | Where: org-root

- dutvertia palic The template will be created in the following organization. 1ts name must be unique within this organizatian,
Server Boot Order

Umaintenance Policy Type: | Initial Template 9 Updating Termplate
. Derver Assignment L)
b JOQEratiUna\ Policies

Specify how the UUID will be assigned to the server associated with the service generated by this termplate.
uuID

UUID Assignment: UUID_Poal{33/33)

The UUID will be assigned from the selected poal.
The available/total UUIDs are displayed after the pool name.

Optionally enter a description for the profile. The description can contain infor mation about when and where the service profile should be ug

Mext > ] ‘ Finish || Cancel

6. Configure the Networking options:

a. Keep the default setting for Dynamic vNIC Connection Policy.

b. Click the Expert radio button to configure the LAN connectivity.

c. Click Add to add avNIC to the template.

d. Inthe Create vNIC dialog box, enter vNIC-A as the name of the vNIC.

e. Check the Use vNIC Template check box.

f. Inthe vNIC Template list, choose vNIC_Template A.
g- Inthe Adapter Policy list, choose VMWare.

h. Click OK to add this vNIC to the template.
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Create vNIC L?)

(1]
V]

vNIC_TempIate_A -

(1)

i. On the Networking page of the wizard, click Add to add another vNIC to the template.
j. Inthe Create vNIC box, enter vNIC-B as the name of the vNIC.
k. Check the Use vNIC Template check box.
I. Inthe vNIC Template list, choose vNIC_Template B.
m. In the Adapter Policy list, choose VMWare.
n. Click OK to add the vNIC to the template.
o. Review the table in the Networking page to make sure that both vNICs were created.
p. Click Next.
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Unified Computing System Manager

Create Service Profile Template NEtWOI'king

=

L ol

rn
=]

¥ Identify Service Profile
Template

. ¥ Networking
Jsmrage Dynamic vMNIC Conrmection Policy: Select a Policy to use (ho Dynarmic vMIC Policy by defa,.. = EX Create Dynamic ¥KIC Connection P

a Zoning
- ynic vHes Placement
Dytvedia Palicy

Inaintenance Palic
gerver assignment
U operational pal

erational Policies — MAC Addrass Fabric ID Native YLAN

Optionally specify LAM configuration information.

Server Boot Order How would you like to configure LAN connectivity?  Simple @ Expert | NowMICs | Use Cormectivity Policy

Click Add to specify one or more ¥NICs that the server should use to connect to the LAN,

= WNIC WNIC-A Derived derived
i~ wNIC wNIC-B Derived derived

iSCSI wNICS

3

< Prev H Mext = ] I Finish || Cancel

7. Configure the Storage options:

a.

Choose alocal disk configuration policy:

If the server in question has local disks, choose default in the Local Storage list.

If the server in question does not have local disks, choose SAN-Boot.

Click the Use Connectivity Policy radio button to configure the SAN connectivity.
For the SAN connectivity Policy select Dual-Fabric.

Click Next.
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A Create Service Profile Template

Unified Computing System Manager

Storage

‘Optionally specify disk policies and SAN canfiguration information.

Create Service Profile Template

+ Identify Service Profile
Termplate
 Metworking
+ Storage
B Zoning
Dynac AHBA, Placerment
0 wlvledia Policy
Server Boot Order
Umaintenance Palicy
o Server Assignment
g DOperatlonaI Policies

i)

L L

=
=]

8. Accept the zoning options and click Next.
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" A Create Service Frofile Template

Unified Computing System Manager

Create Service Profile Template ZDnlng

 Identify Service Profile ShEcly eoning iAot
Terrplate
 Metwarking
 Storage
+ Zoning
a ¥MICAHBS Placement
D ymedia Policy
Server Boot Order
IMaintenance Policy
Derver Assighiment
B Operational Policies

Bk

0o oA L

[

Hame Storage Connection Policy MName
Fabric-a

i
=]

Storage Initiator Fabric-A
Fabric-B Fabric-B
- storage Initiator Fabric-B

»» add To ==

BiCeiete [ Add B modify

[_ < Prav ] [\-..Naxt&- ] [ Finish ] [ Cancel ]

9. Set the vNIC/VHBA placement options:
a. Inthe Select Placement list, choose the VM-Host-Infra placement policy.

b. Choose vConl and assign the vVHBAS/VNICs to the virtual network interfaces policy in the
following order:

— VHBA Fabric-A
— VHBA Fabric-B
— VNIC-A
— VvNIC-B

c. Review thetable to verify that all vNICs and vHBASs were assigned to the policy in the
appropriate order.

d. Click Next.
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vNIC/vHBA Placement

Create Service Profile Template
Specify how vMICs and vHBAs are placed on physical network adapters

. ¥ Identify Service Profile

Template MIC/vHBA Placement specifies how NICs and vHBAs are placed on physical network adapters {mezzanine)
. Metworking in & server hardware configuration independent way.

. ¥ Storage

. ¥Zoning

. v wNIC/wHBA Select Placement: YhM-Host-Infra = Create Placement Policy
Placement.

- Dymedia Policy
. Userver Boot order Virtual Network Interface connection provides a mechanism of placing vMICs and vHBAS on physical
. U mantenance policy network adapters,

[B vMICs and vHBAs are assigned to one of Yirtual Metwork Interface connection specified below, This

SEMVEr ASSIONIMent
assignment can be

- 1 gperational Pocies performed explicitly by selecting which Yirtual Metwork Interface connection is used by ¥NIC or vHBA ar
it can be done
automatically by selecting "any",
WNICAHBA placement on physical network interface is controlled by placement preferences.

Please select one Yirtual Metwork Interface and one or more WNICS or vHEAS

Wirtual Network Interfaces Policy (read only)

¥MICs [vHBAs| Ordler Selection Prefarence

MHame @

-

== assign = . = vHBA Fabric-B

.- wNIC VNIC-A
<< remave << :
EIENS - NIC YNIC-B

< Prev H Meet > I | Finish H Cancel

10. Click next to bypass the vMedia policy screen.
11. Set the Server Boot Order:
a. Inthe Boot Poalicy list, choose Boot-Fabric-A.

b. Review thetableto verify that all boot devices were created and identified. Verify that the boot
devices are in the correct boot sequence.

c. Click Next.
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A Create Service i"ro?il'ﬁt’fempﬁate
Unified Computing System Manager

Server Boot Order
Optionally specify the boot policy for this senice prafile template.

Create Service Profile Template

=

“ Identtify Service Profile

Ternplate >

V] Metworking

+ Storage

+ Zoning

NI ArHB4 Flacerment

+ wivledia Policy

v Server Boot Order

Utairterance Paolicy

Dserver Assignment
COperational Policies

y: BootFabric-s, -

R L

o
=

Br er
I = ‘4 Fi\'ter|n E}{port|% Print
Marne Crder Y¥NICAHBAASCST vNIC Type Lun IO WA
- (@ co/ovD 1
E-=lsan 2
=F =l SAN primary Fabric-4 Prirnary
=] 54N Target primary Primary 0 50:05:07.68.08:23:20
--=] SAN Target secondary Secondary a} 50:05:07 :68:08:23:20
[ =] 5aM secondary Fabric-B Secondary
=] SN Target primary Primary 1] 50:05:07 68:08:24:20
=] 54N Target secondary Secondary o 50:05:07:68:08:24:20
-
1 | r
= Prev. ] [ Mext = ] [ Finish ] [ Cancel

12. Add a Maintenance Policy:
a. Choose the Default Maintenance Policy.
b. Click Next.
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Unified Computing System Manager

Create Service Profile Template Maintenance PDIICV

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the sever

1./ 1dentify Service Profile associated with this service profile

Templats
¥ Metworking

+ Shorage Maintenance Policy &

v Zoning
 ¥MIC/vHBA Placement

W wiMedia Policy
* Server Boot Order

¥ Maintenance Policy
B} Server Assignment
JO;gereﬂ:ional Folicies Maintenance Paolicy: :default T B Create Maintenance Palicy

Do~ o;m AW

o

Select a maintenance policy to include with this service profile or create a new maintenance
policy that will be accessible 1o all service profiles,

Name: default
Description;
Reboot Policy: User Ack

< Prav ][ Mext = ] [ Finish H Cancel

13. Specify the Server Assignment:

a
b.

In the Pool Assignment list, choose Infra_Pool.
(Optional) Choose a Server Pool Qualification policy.
Choose Down as the power state to be applied when the profile is associated with the server.

Expand Firmware Management at the bottom of the page and choose VM-Host-1nfra from the
Host Firmware list.

Click Next.
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Unified Computing System Manager

Server Assignment
Optionally specify a server pool for this service profile terplate

Create Service Profile Template

1. ¥ Identify Service Profile
Template

¥ Metwirking

¥ Storage

v Zoning Pool Assignment: Infra_Pool - B3 Create Server Poal
VMNICAHHBA Placement
¥ yiviedia Policy

¥ Server Boot Order

. ¥ Maintenance Palicy = =

. ¥ Gerver Assignment ®" Sk O
g JOperat\Dmal Folicies

*ou can select a server pool you want to associate with this service profile template. -

Select the power state to be applied when
this profile is associated with the server.,

SomNome wm

-

The service profile template will be associated with one of the servers in the selected pool,
If desired, you can specify an additional server pool policy qualification that the selected server must
meet, To do so, select the gualification from the list.

Server Pool Qualification :@UCSB-BzDD-I\B 52

Restrict Migration: ||

mn

Firmware Management (BII k Controller, Adapter)

If you select a host firmware policy for this service profile, the profile will update the firmware on the
server that it is associated with.
Otherwise the system uses the firmware already installed on the associated server.

Host Firmware: YM-Host-Infra 5 E3 Create Host Firmware Package

< Prev H Next > I l Finish H Cancel

14. Add Operational Policies:
a. Inthe BIOS Policy list, choose VM-Host-Infra.

b. Expand Power Control Policy Configuration and choose No-Power-Cap in the Power Control
Policy list.
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Unified Computing System Manager

Create Service Profile Template operatlonal POlICIES
Optionally specify information that affects how the system operates

-

. ¥ Identify Service Profile

v
¥ Networkin BIOS Configuration X

¥ Siorage

v Zoning

¥ yNIC/vHBA Placermnent 7
¥ uledia Policy BIOS Folicy: WM-Host-Infra ~ [ Create BIOS Palicy
¥ Server Boot Order =
¥ Maintenance Policy
v Server Assignment
¥ Operational Policies | R PRETSSS YN 720

If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

External IPMI Management Configuration

C OO0 S i B N

=

Monitoring Configuration (Thresholds)

Power Control Policy Configuration

Power control policy determines power allocation for a server in a given power group.

Power Control PUM\:y:@NU—PUWEr-Cap ~ K3 Create Power Control Policy

Scrub Policy ¥
KVM Management Policy v

15. Click Finish to create the service profile template.

16. Click OK in the confirmation message.

17. Click the Serverstab in the navigation pane.

18. Choose Service Profile Templates > root.

19. Right-click the previously created VM-Host-Infra-Fabric-A template.
20. Choose Create a Clone.

21. Inthedialog box, enter VM-Host-1nfra-Fabric-B as the name of the clone, choose the root Org, and
click OK.

E Clone Mame: ¥M-Host-Infra-Fabric-B

Org: root i

[ 0K H Cancel H Help

22. Click OK.
23. Choose the newly cloned service profile template and click the Boot Order tab.
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[ Fault Sumﬁar\;g

v A

a ] 1

| Equipment | Servere |

i =l

Server Configuration W

&
» D B New " [ Options ‘ @ 0 |‘Pend|ng Activities ‘ [B] Exit

»> < Servers + [l Service Profile Termplates ¢ A, root + [AH Service Template YM-Host-Infra-Fabric-g

[ ServErs
[ 5 Service Profiles
=45, root
&2, Sub-Organizations
[Tl service Profile Templates
=2, root

e
—illl ISCSI vMICS

wHBAS
<l whICs
&2, Sub-Organizations
= 55 Policies
=45, root

(- & Adapter Policies
E5} BIOS Defaults
[+ &) BIOS Policies
[#- 5 poot Policies
[#- & Host Firmware Packages

B PMI Access Profiles
[+ 5 KWW Management Palicies
[+ £ Loral Disk Config Palicies
[#- 5 Maintenance Policies

Management Firrmware Packages
[#- & Memary Policy
[+ ) Power Control Policies
[+ 5 Scrub Policies
~ & Serial aver LAM Policies

5 Server Pool Policies
[#- 5 Server Pool Policy Qualifications
[+ 5 Threshold Policies

~ B ISCS Authentication Profiles
vMedia Palicies

[ B vNIC/HHRA Placement Policies
= e

1 =) | Filter | = Export i Prin

General | Storage | Metwork | 5CS1 vMICs | vMedia Polic

[Boot Orcer [ poices | Events | Pt

[iH service Template YMHost

Name Order

(@ co/ovD 1
E-=lsan E
=-=] SN primary
=] 54N Target primary
=] 5N Target secondary
[=-=] S4N secondary
=] SAN Target primary
' =] 54N Target secondary

YNICAHBASCST whIC Type

Fabiric-4 Primary
Primary
Secondary
Secondary
Primary
Secondary

Fabric-8

50:05.07:68:08:23:20

S0:05:07:62:08:23:20
50:05.07:62:08:24:20

«| 1

24. Click Modify Boot Policy.
25. In the Boot Policy list, choose Boot-Fabric-B.

‘ Save Changes H Reset Yaluss |
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26.
27.
28.

29.

Modify Boot Policy

Irder

I+ = |QFilter|=bExport|% Print

Marme Order yMIC AHBA /ISCST wIC

1
2
LAY Fabric-B Primary
=] san Target primary Primary
=] S4M Target secondary Secondary
Ea SN secondary Fabric-a Secondary
=] 5AN Target primary Primary
=] 54N Target secondary Secondary

Create iISCSI vHIC Set iSCSI Boot Parameters

Click OK, and then click OK again.

S0:05:07:68:08:24:20:FC
S0:05:07:68:08.24:20:FD

S50:05:07:68:08.23:20:FD
S0:05:07:68:08.23:20:FC

In the right pane, click the Network tab and then click Modify vNIC/HBA Placement.

Select VM-Host-Infra and Expand vCon 1 and move vHBA Fabric-B ahead of vHBA Fabric-A in

the placement order.
Click OK, and then click OK again.
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(s —
| & Modify vNIC/AHBA Placement =]
Modify vNIC/vHBA Placement (7}

Specify how vNICs and vHBAs are placed on physical network adapters.

»

Selection Preference
Assigned Only

=l vHRA FabricB

=i vHRA Fabric-a
=l ¥NIC wNIC-4
-l YNIC WNIC-B
Ewcon 2 all
b EwCon 3 all
5 wCon 4 Al
& Wove Un W Mave Do

1

Create Service Profiles

To create service profiles from the service profile template, follow these steps:

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Choose Service Profile Templates > root > Service Template VM-Host-Infra-Fabric-A.
Right-click VM-Host-Infra-Fabric-A and choose Create Service Profiles from Template.
Enter VM-Host-Infra-0 as the service profile prefix.

Enter 1 as the Name Suffix Staring Number.

Enter 1 as the Number of Instances.

N o g M w NP

Click OK to create the service profile.
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Create Service Profiles From Template

Marming Prefix: ¥M-Host-Infra-0
11

Mame Suffix Starting Number: 1
[

Murnber of Instances: LIJ1

Ok | Cancel

8. Click OK in the confirmation message.

9. Choose Service Profile Templates > root > Service Template VM-Host-Infra-Fabric-B.
10. Right-click VM-Host-Infra-Fabric-B and choose Create Service Profiles from Template.
11. Enter VM-Host-Infra-0 as the service profile prefix.

12. Enter 2 as the Name Suffix Staring Number.

13. Enter 1 as the Number of Instances.

14. Click OK to create the service profile.

Create Service Profiles From Template

Mamming Prefix: ¥M-Host-Infra-0
MName Suffix Starting Mumber: 2
(I}

Murnber of Instances: LIJ1

| Ok || Cancel

15. Click OK in the confirmation message.

16. Verify that the service profiles VM-Host-Infra-01 and VM-Host-Infra-02 have been created. The
service profiles are automatically associated with the serversin their assigned server pools.

17. (Optional) Choose each newly created service profile and enter the server host name or the FQDN
in the User Label field in the General tab. Click Save Changes to map the server host name to the
service profile name.

Backup the Cisco UCS Manager Configuration

It is recommended you backup your UCS Configuration. Please refer the link below for additional
information.

http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/gui/config/guide/2-2/b_ UCSM_GUI _
Configuration_Guide 2 2/b UCSM_GUI_Configuration_Guide 2 2 chapter 0101010.html
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Add More Servers

Server Configuration W

Additional server pools, service profile templates, and service profiles can be created in the respective
organizations to add more servers to the FlexPod unit. All other pools and policies are at the root |evel
and can be shared among the organizations.

Gather the Necessary WWPN I nformation

After the Cisco UCS service profiles have been created, each infrastructure blade in the environment
will have a unique configuration. To proceed with the SAN-BOOT deployment, specific information
must be gathered from each Cisco UCS blade and from the IBM controllers. Insert the required

information into Table 18.

1. To gather the vHBA WWPN information, launch the Cisco UCS Manager GUI. In the navigation
pane, click the Serverstab. Expand Servers > Service Profiles > root. Click each service profile and
then expand the to see VHBASs, then click vHBA Fabric-A, in the general tab right click the WWPN

and hit copy.
A Cisco Unified Computing System Manager - fi-a |i o]
Fault S 4 ;
ault Summary o A A NI o Mew - | [4 Options | @ @ | | D it
0 £ 1 3 > o Sarvers » =5 Service Profiles + &%, root » =5 Service Profile Yiv-HostInfra-01 » =il vHBaAs » =l vHBA Fabric-a =l vHBA Fs
— Gonerall| vHe Interfaces | Statistics | Faults | ]
IEquipment Servers 1 Lerd [ Sem [ vn | Admin| eneral IVHBA Interfaces | Statistics \ Faults | Evants |
Filter: All i Fault Summary Properties
1] (] 1] 0
WARNING

Actions

£S5 WMHHDst-Infra-01
-l ISCSI vNICs
==l vHRAS
e vHEA Fabric-a ]

i =Ml vHBA Fabric-B

=l vNICS
A5 WiviFHostInfra-02
&3, Sub-Organizations

LE

3 Clear Persistent Binding
3 Reset WWPN Address

This ¥HBA is not modifiable because its service profile is bound
a service profile template.
To madify this vHEA, please unbind the service profile from it
ternplate
Name: Fabric-A
WP 20:00:00:25:B5:00:04:F
WP Pool: WWPN_Pool_a Copy
WabWPH Pool Instance: org-root/iwwn-poo-AWiaPN_Pool_é&

2. Record the WWPN information that is displayed for both the Fabric A vHBA and the Fabric B

VvHBA for each service profile.

Table 18 WWPN's for Cisco VM-Hosts

Source Switch Target Variable WWPN
FC_Nodel-1

FC_Nodel-2

FC Nodel-3 Switch A FC1 var_wwpn_Nodel-switch-A
FC Nodel-4 Switch B FC1 var_wwpn_Nodel-Switch-B
FC_Node2-1

FC_Node2-2

FC Node2-3 Switch A FC2 | var_wwpn_Node2-switch-A
FC_Node2-4 Switch B FC2 | var_wwpn_Node2-switch-B
VM-Host-infra-01-A Switch A var_wwpn_VM-Host-Infra-01-A
VM-Host-infra-01-B Switch B var_wwpn_VM-Host-Infra-01-B
VM-Host-infra-02-A | Switch A var_wwpn_VM-Host-Infra-02-A
VVM-Host-infra-02-B Switch B var_wwpn_VM-Host-Infra-02-B
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SAN Boot

This section details hw to add the host mappings for the host profiles created through Cisco UCS
Manager to the V7000 storage, connecting to the boot LUNSs, and doing the initial ESXi install. The
WWPN's for the hosts will be required to complete this section. .

Adding Hosts and M apping the Boot Volumeson the IBM Storwize V7000

1. Open the Storwize V7000 management GUI by navigating to <<var_cluster_mgmt_ip>> and login
with your superuser or admin account.

2. Intheleft pane click Host icon, which is the 5th icon down and click the Hosts menu item.
3. Click Create Host in the upper left menu to bring up the Create Host wizard.

+ Create Host

i= Actions - Filter x|

Create Host x

Ghoose the Host Type

o W

Fibre Channel Hos{ iSCS1 Host

gemEsdnd

s =

— D G — ) - . 3
4. Select the Fiber Channel Host option.
5. For Host Name input VM-Host-Infra-01.

6. For Fibre Channel Ports open the drop-down menu and select or input the WWPN's for the A path
VHBA's, <<var_wwpn_VM-Host-infra-01-a>>, and click Add Port to List.

7. Click the drop-down menu again, and select or Input the host B port ,
<<wwpn_VM-Host-infra-01-b>>, and click Add Port to List.

8. Leave Advanced Settings as default and click Create Host,
9. Click Close.

Note If the Hosts are powered on and zoned correctly they will appear in the selection drop-down or if you
type in the WWPN, you should green check marks for each WWPN's.
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Fibre Channel Ports

SANBoot W

Host Name (optional): | VM-Host-Infra-01

Advanced Settings

Port Definitions
v~ 20000025B5000A0F " 4
v 20000025B5000B0F 4

/O Group

o

"

v

"

io_grp0
io_grp1
io_grp2
io_grp3

% Advanced |

Host Type
©) Generic (default)
HP/UX
OpenVMS
TPGS

10.
11
12.
13.

14.

15.
16.

Click Create Host to create the 2nd host.

Select the Fiber Channel Host option.

For Host Name input VM-Host-Infra-02.

For Fibre Channel Ports open the drop-down menu and select the WWPN's for the A path vHBA's,

<<var_wwpn_VM-Host-infra-02-a>>, and click Add Port to List.

Then select the B port by selecting the var for the B path, <<wwpn_VM-Host-infra-02-b>>, and
click add port to list.

Leave Advanced Settings as default and click Create Host.
Click Close.
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Create Host X

Host Name (optional): | VM-Host-Infra-02

Fibre Channel Ports

[ VIRV e

Port Definitions
v 20000025B5000A1F ®

v 20000025B32000B1F XK

Advanced Settings

/O Group Host Type

v| io_grp0 ©) Generic (default)
v io_grpi HP/UX

v| io_grp2 OpenVMS

v| io_grp3 TPGS

¥ Advanced cW!:reamte Host_ ﬁ

17. Click the Volumes icon in the | eft pane, then click the volumes menu item to display the created
volumes.
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Volumes superuser (=

+ Create Volume = Actions = Fll
. ot Host Mappings
“ infra_datastore 1 ¥ Online '3 500.00 GIB  mdiskgrpld Ne
L.,! infra_swap v Online 3 100.00 GIB  mdiskgrpd -]
VM-Host-intra-01 + Onling 3 40.00 GIB mdiskgrpd Ne
s, e, VM-Host-Infra-02 ¥ Online 3 40.00 GIB  mdiskgrpd No

Volumes
-

Volumes by Podl

e &5

18. Right-click the volume VM-Host-Infra-01 and select Map to Host.
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= Volumes

* Create Volume | i= Actions . Filter

T State
infra_datastore_1 v" Online = 500.0
infra_swap ~ Online 3 100.0
VM-Host-Infra-24 5 40.0
“. VM-Host-Infri Cradta Voliaae E 40.0
L.! Map to Host

Unmap All Hosts

View Mapped Hosts

Duplicate Volume

- \1
e /

Rename
Shrink

_, e
L

Expand
Migrate to Another Pool
Export to Image Mode

ri‘.‘l
i o
-

Delete
Volume Copy Actions

Properties

19. In the drop-down, select VM-Host-Infra-01.

Meodify Host Mappings

Host: | - Choose a host —

VM-Host-Infra-01
VM-Host-Infra-02

20. Select Map Volumes, then click Close.
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Modify Host Mappings

SAN Boot

Host: | yM-HostInfra-01 ~

Unmapped Volumes
> map | O Fiter | @

Name

Volumes Mapped to the Host

infra_datastore_1

500.00...

infra_swap 100.00...

VM-Host-Infra-02

Showing 3 volumes | Selecting 0 volumes

60050764008880058800000000000003
60050764008880058800000000000005
40.00 GiB 60050764008880058800000000000001

|, € Unmap

O Filter | [

VM-Host-l...

B80050764008880058800000000000000

¥
R

H

Showing 1 mapping | Selecting 0 mappings

v | ooy W oo |

s TR

21. Right-click the volume VM-Host-Infra-02 and click Map to host, in the drop-down, choose host
VM-Host-Infra-02.

Modify Host Mappings

Host: | . Choose a host —

VM-Host-Infra-01
VM-Host-Infra-02

22. Select Map Volumes, then click Close.
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Modify Host Mappings x

Host: | vM-Host-Infra-02

Unmapped Volumes Volumes Mapped to the Host

> | o Fitter | @ 74 Filter | (2 |

[ame Capa. UID S| lame UID

infra_datastors_1  500.00.. 60050764008880058800000000000003 0 VM-Hostd... 60050764008880058800000000000001
infra_swap 100.00...  60050764008880058800000000000005 |
VM-Host-Infra-01 i{] 40.00 GiB 60050764008880058500000000000000 | ke

=]

Showing 3 volumes | Selecting 0 volumes Showing 1 mapping | Selecting 0 mappings

[Wzp Votumes [ —Apply || ~Gancel |

VersaStack VMwar e ESXi 5.5 Update 2 SAN Boot I nstall

This section provides detailed instructions for installing VMware ESXi 5.5 Update 2 in a VersaStack
environment. After the procedures are completed, two San-booted ESXi hostswill be provisioned. These
deployment procedures are customized to include the environment variables.

Note  Several methodsexist for installing ESXi in aVMware environment. These procedures focus on how to
use the built-in Keyboard, Video, Mouse (KVM) console and virtual media featuresin Cisco UCS
Manager to map remote installation mediato individual servers and connect to their boot logical unit
numbers (LUNS). In this Method we are using the Cisco Custom ESXi 5.1.0 U2 GA 1SO filewhichis
downloaded from the below URL. Thisisreguired for this procedure asit contains custom Cisco drivers
and thereby reduces installation steps.

https://my.vmware.com/web/vmware/detail s?downl oadGroup=0OEM-ESX155U2-CI SCO& productl d=3
53

Login to Cisco UCS 6200 Fabric Inter connect

Cisco UCS Manager
The IP KVM enables the administrator to begin the installation of the operating system (OS) through
remote media. It is necessary to log in to the UCS environment to run the IP KVM.
To log in to the Cisco UCS environment, complete the following steps:
1. Download the Cisco Custom ISO for ESXi from the VMware website.
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2. Open aweb browser and enter the | P address for the Cisco UCS cluster address. This step launches
the Cisco UCS Manager application.

Log into Cisco UCS Manager by using the admin user name and password.

From the main menu, click the Servers tab.

Select Servers > Service Profiles > root > VM-Host-Infra-01.

Right-click VM-Host-Infra-01 and select KVM Console.

Select Servers > Service Profiles > root > VM-Host-Infra-02.

Right-click VM-Host-1nfra-02 and select KVM Console Actions > KVM Console.

© N o g &~ W

Cisco Unified

Computing System Manager - h

Fault Summary 4
@ v /;\‘ HE] B Mew - | |4 Options 0
d
0 14 1 :>:> o Servers b TS Service Profiles + &b rook » 55 5
Equiprment = SErvers I LAM | SAN | WM | Admin Wirtual Machines | FC Zones | Policies | 3
| General Storage | Metwork,
Filter: All hd |
Show MNavigator
F 1=
Book Server
[El e SErvers &
=55 Service Profiles Shutdown Server a
E"‘f}“ L?Et Reset
-3 -
55 WM-Host-Infra-0; KVM Console
- 42, Sub-Organizatior 55H to CIMC For Sol -
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Set Up VMware ESXi Ingtallation

ESXi Hosts VM -Host-I nfra-01 and VM -Host-1 nfra-02

To prepare the server for the OS installation, complete the following steps on each ESXi host:
1. Inthe KVM window, click the Virtual Media tab.

o fi-a / ¥M-Host-Infra-01 {Chassis - 1 Server - 1} - K¥M Console{Launched By: admin}

File  View Macros Tools  Virtual Media Help

- L Book Server Create Image

KAM Console I Properties Activate Virtual Devices
e

2. Click Activate Virtual Devices, select Accept this Session, then Apply.

3. Select Virtual Media, Map CD/DV D, then browse to the ESXi installer 1SO image file and click
Open.
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4.

& ¥irtual Media - Map CD/D¥D

Select the Map Device to map the newly added image.

Drive/Image File: 1746018-Custom-Cisco-5.5.1,3.0s0

¥ Read Only

Map Device | Cancel

5.
6.

Install ESXi

Click the KVM tab to monitor the server boot.

If the server is power on, first shutdown the server, then boot the server by selecting Boot Server
and clicking OK, then click OK again.

ESXi Hosts VM-Host-Infra-01 and VM -Host-I nfra-02

To install VMware ESXi to the SAN-bootable LUN of the hosts, complete the following steps on each
host:

1

On boot, the machine detects the presence of the ESXi installation media. Select the ESXi installer
from the menu that is displayed.

After the installer is finished loading, press Enter to continue with the installation.
Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.

Select the IBM LUN that was previously set up as the installation disk for ESXi and press Enter to
continue with the installation.

Select the appropriate keyboard layout and press Enter.
Enter and confirm the root password and press Enter.

The installer issues a warning that existing partitions will be removed from the volume. Press F11
to continue with the installation.

After the installation is complete, click the check icon to clear the Mapped | SO (located in the
Virtual Mediatab of the KVM console) to unmap the ESXi installation image.

a FI / ¥M-Host-Infra-01 {Chassis - 1 Server - 2} - K¥M Console{Launched By: admin}

File

Wiew Macros Tools  Virtual Media  Help

Boot Server % Shubdown Create Image

K¥M Console | Properties ‘/ Activake Virtual Devices

‘/ Wmware-ES)-5.5.0-2068190-custom-Cisco-5.5.2. 2 iso Mapped to COJDND

Map Removable Disk

Map Floppy

YMuare ESXi 5.5.0 (VMKernel Release Build 2068190)

Data Center with Direct Attached Storage
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9.

10.

SANBoot W

The Virtual Mediawindow might issue awarning stating that it is preferable to gject the mediafrom
the guest. Because the media cannot be gjected and it is read-only, simply click Yes to unmap the
image.

From the KVM window, press Enter to reboot the server.

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host. To add a
management network for the VMware hosts, complete the following steps on each ESXi host:

ESXi Host VM -Host-I nfra-01

Note

To configure the VM-Host-Infra-01 ESXi host with access to the management network, complete the
following steps:

1
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After the server has finished rebooting, press F2 to customize the system.

Log in as root and enter the corresponding password.

Select the Configure the Management Network option and press Enter.

Select the VLAN (Optional) option and press Enter.

Enter the <<var_ib-mgmt_vlan_id>> and press Enter.

From the Configure Management Network menu, select |P Configuration and press Enter.
Select the Set Static |P Address and Network Configuration option by using the space bar.
Enter the | P address for managing the first ESXi host: <<var_vm_host_infra 01 _ip>>.
Enter the subnet mask for the first ESXi host.

Enter the default gateway for the first ESXi host.

. Press Enter to accept the changes to the | P configuration.
. Select the IPv6 Configuration option and press Enter.

Using the spacebar, unselect Enable 1Pv6 (restart required) and press Enter.
Select the DNS Configuration option and press Enter.

Because the | P address is assigned manually, the DNS information must also be entered manually.

15.
16.
17.
18.
19.
20.
21.
22.

23.

Enter the | P address of the primary DNS server.

Optional: Enter the I P address of the secondary DNS server.

Enter the fully qualified domain name (FQDN) for the first ESXi host.
Press Enter to accept the changes to the DNS configuration.

Press Esc to exit the Configure Management Network submenu.

Press Y to confirm the changes and return to the main menu.

The ESXi host reboots. After reboot, press F2 and log back in as root.

Select Test Management Network to verify that the management network is set up correctly and
press Enter.

Press Enter to run the test.
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24,
25.

Press Enter to exit the window.

Press Esc to log out of the VMware console.

ESXi Host VM -Host-I nfra-02

To configure the VM-Host-1nfra-02 ESXi host with access to the management network, complete the
following steps:

1
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After the server has finished rebooting, press F2 to customize the system.

Log in as root and enter the corresponding password.

Select the Configure the Management Network option and press Enter.

Select the VLAN (Optional) option and press Enter.

Enter the <<var_ib-mgmt_vlan_id>> and press Enter.

From the Configure Management Network menu, select |P Configuration and press Enter.
Select the Set Static IP Address and Network Configuration option by using the space bar.
Enter the | P address for managing the second ESXi host: <<var_vm_host_infra 02_ip>>.
Enter the subnet mask for the second ESXi host.

Enter the default gateway for the second ESXi host.

. Press Enter to accept the changes to the | P configuration.
. Select the IPv6 Configuration option and press Enter.
. Using the spacebar, unselect Enable I1Pv6 (restart required) and press Enter.

Select the DNS Configuration option and press Enter.

Note  Becausethe |P addressis assigned manually, the DNS information must also be entered manually.

15.
16.
17.
18.
19.
20.
21.
22.

23.
24.
25.

Enter the | P address of the primary DNS server.

Optional: Enter the | P address of the secondary DNS server.

Enter the FQDN for the second ESXi host.

Press Enter to accept the changes to the DNS configuration.

Press Esc to exit the Configure Management Network submenu.
Press Y to confirm the changes and return to the main menu.

The ESXi host reboots. After reboot, press F2 and log back in as root.

Select Test Management Network to verify that the management network is set up correctly and
press Enter.

Press Enter to run the test.
Press Enter to exit the window.

Press Esc to log out of the VMware console.
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vSphere Setup

In this section we will be setting up the V Sphere environment using Windows 2008 and SQL server. The
Virtual machines used in this procedure will be installed on alocal Datastore one VersaStack for any
Greenfield deployments, however these could be install on adifferent ESX clustered system or physical
hardware if desired. This procedure will use the volumes previously created for VMFS Datastores.

Download VMwar e vSphere Client and vSphere Remote CL |

To download the VMware vSphere Client and install Remote CLI, complete the following steps:

1. Open aweb browser on the management workstation and navigate to the VM-Host-Infra-01
management | P address.

2. Download and install both the vSphere Client and the Windows version of vSphere Remote
Command Line.

~

Note  These applications are downloaded from the VMware website and Internet accessis required on the
management workstation.

LogintoVMware ESXi Hosts Using VMwar e vSpher e Client

ESXi Host VM -Host-Infra-01
To log in to the VM-Host-Infra-01 ESXi host by using the VMware vSphere Client, complete the
following steps:

1. Open the recently downloaded VMware vSphere Client and enter the | P address of
VM-Host-Infra-01 as the host you are trying to connect to: <<var_vm_host_infra_01_ip>>.

Enter root for the user name.
Enter the root password.
Click Login to connect.

ESXi Host VM-Host-Infra-02

To log in to the VM-Host-Infra-02 ESXi host by using the VMware vSphere Client, complete the
following steps:

S e S

7. Open the recently downloaded VMware vSphere Client and enter the | P address of
VM-Host-Infra-02 as the host you are trying to connect to: <<var_vm_host_infra_02_ip>>.

8. Enter root for the user name.
9. Enter the root password.
10. Click Login to connect.

VersaStack for Data Center with Direct Attached Storage
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Set Up VMkernel Portsand Virtual Switch

ESXi Host VM -Host-I nfra-01

~

Note  Repeat the stepsin this section for all the ESXi Hosts.

To set up the VMKkernel ports and the virtual switches onthe VM-Host-Infra-01 ESXi host, complete the
following steps:

1
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13.
14.
15.
16.

17.
18.

19.
20.
21.
22.
23.
24.
25.
26.

27.

From each vSphere Client, select the host in the inventory.

Click the Configuration tab.

Click Networking in the Hardware pane.

Click Properties on the right side of vSwitchO.

Select the vSwitch configuration and click Edit.

From the General tab, change the MTU to 9000.

Click OK to close the properties for vSwitchO.

Select the Management Network configuration and click Edit.

Change the network label to VMkernel-MGMT and select the Management Traffic checkbox.
Click OK to finalize the edits for Management Network.

. Select the VM Network configuration and click Edit.
. Changethe network label to IB-MGMT Network and enter <<var_ib-mgmt_vlan_id>>inthe VLAN

ID (Optional) field.

Click OK to finalize the edits for VM Network.
Click Add to add a network element.

Select VMkernel and click Next.

Change the network label to VMkernel-NFS and enter <<var_nfs_vlan_id>>inthe VLAN ID
(Optional) field.

Click Next to continue with the NFS VMkernel creation.

Enter the | P address <<var_nfs vlan_id_ip_host-01>> and the subnet mask
<<var_nfs vlan_id_mask_host01>> for the NFS VLAN interface for VM-Host-Infra-01.

Click Next to continue with the NFS VMkernel creation.

Click Finish to finalize the creation of the NFS VMKkernel interface.
Select the VMkernel-NFS configuration and click Edit.

Change the MTU to 9000.

Click OK to finalize the edits for the VMkernel-NFS network.
Click Add to add a network element.

Select VMkernel and click Next.

Change the network label to VMkernel-vMotion and enter <<var_vmotion_vlan_id>>inthe VLAN
ID (Optional) field.

Select the Use This Port Group for vMotion checkbox.
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28.
29.

30.
31.
32.
33.

35.
36.

37.
38.

vSphereSetup Il

Click Next to continue with the vMotion VMkernel creation.

Enter the | P address <<var_vmotion_vlan_id_ip_host-01>> and the subnet mask
<<var_vmotion_vlan_id _mask_host-01>> for the vMotion VLAN interface for VM-Host-Infra-01.

Click Next to continue with the vMotion VMkernel creation.

Click Finish to finalize the creation of the vMotion VMkernel interface.
Select the VMkernel-vMotion configuration and click Edit.

Change the MTU to 9000.

Click OK to finalize the edits for the VMkernel-vMotion network.
Click add and select Virtual Machine Network, then click Next.

Change the network label to VM-Traffic and enter <<var_vmtraffic_vlan_id>>inthe VLAN ID
(Optional) field

Click next, click finish to complete the creation of the VM-traffic network.
Close the dialog box to finalize the ESXi host networking setup.

This procedure uses 1 physical adapter (vmnicQ) assigned to the vSphere Standard Switch (vSwitchO0).
If you plan to implement the 1000V Distributed Switch later in this document, thisis sufficient. If your
environment will be using the vSphere Standard Switch, you must assign another physical adapter to the
switch. Click the properties of VswitchO on the configuration networking tab, click the Network
Adapters tab, click Add, select vmnicl, click Next, click Next, click Finish, and then click Close.

e ES¥i, 5.5.0, 1746018 | Evaluation (60 days remaining)

R 0 FENERE Y Configuration
Hardware View! |vSphere Standard Switch
Health Status Networking
Frocessors
Memory Standard Switch: vSwitchO Remove... Properfies...
Storage YWirtual Machine Part Group — -Physical Adapters
Networking A IB-MGMT Q. E& vmnicO 20000 Ful 52
Storage Adapters VLANID: 3175
Newer A ol
Advanced Setings wmk2 : 172.17.73.51 | YLAN IO 3173
Poweer Management wikernel Port
A WMkernehFS [oF %
Software wmkl: 172,17.72.51 | WLAN ID: 3172
Licensed Features Wkernal Port
Time Configuration 03 Whkernel-MGhT LR Y
LM and Routing wmko ¢ 10,29, 151.51 | VLAN ID: 3175
Authentication Services Wirtual Machine Port Group
Wirtual Machine Startup;'Shutdl - :T,;er[zﬁ'cﬂm ey
Yirtual Machine Swapfile Locat ' -

Security Profie
Host Cache Configuration
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Map Required VMFS Datastor es
N

Note  This section uses the VMFS datastores. If adding the IBM File Module, you can later migrate data to
NFS datastores.

Map the VM FSdatastoresto thefirst host.

~

Note  The second Host will be mapped once the cluster is created.

Login to the IBM Storwize V7000 management GUI.

Select the volumes icon on the left side screen and click the Volumes menu item.
Right-click the infra_datastore_1 volume and click map to host

Choose host VM-Host-Infra-1, then click map volumes , then close

Right-click the infra_swap volume and click map to host

© o W N P

Choose host VM-Host-Infra-1, then click map volumes, then close

ESXi Hosts VM -Host-I nfra-01

To mount the required datastores, complete the following steps on the first ESXi host:
From the vSphere Client, select the host VM-Host-Infra-01 in the inventory.
Click the Configuration tab to enable configurations.

Click Storage in the Hardware pane.

From the Datastores area, click rescan all, then click ok

From the Datastores area, click Add Storage to open the Add Storage wizard.
Select Disk/Lun and click Next.

Select the 500GB Datastore lun and click Next

Accept default VMFS setting and click Next

Click Next for the disk layout

Enter infra_datastore 1 as the datastore name.

© © N o o M w DN P
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. Click Next to retain maximum available space

. Click Finish.

. Click Add Storage to open the Add Storage wizard.
Select Disk/Lun and click Next.

. Select the 100GB swap lun and click Next.

. Accept the default VMFS setting and click Next.

. Click Next for the disk layout.

. Enter infra_swap as the datastore name.

e~ e e N e
© O N O U~ W N

. Click Next to retain maximum available space.
Click Finish.

N
©
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ESXi Hosts VM -Host-I nfra-01 and VM -Host-1 nfra-02

To configure Network Time Protocol (NTP) on the ESXi hosts, complete the following steps on each
host:

1. From each vSphere Client, select the host in the inventory.

2. Click the Configuration tab to enable configurations.

3. Click Time Configuration in the Software pane.

4. Click Properties at the upper right side of the window.

5. At the bottom of the Time Configuration dialog box, click Options.

6. Inthe NTP Daemon Options dialog box, complete the following steps:
a. Click General in the left pane and select Start and stop with host.
b. Click NTP Settingsin the left pane and click Add.

7. Inthe Add NTP Server dialog box, enter <<var_global_ntp_server_ip>> as the |P address of the
NTP server and click OK.

8. Inthe NTP Daemon Options dialog box, select the Restart NTP Service to Apply Changes checkbox
and click OK.

9. Inthe Time Configuration dialog box, complete the following steps:
a. Select the NTP Client Enabled checkbox and click OK.
b. Verify that the clock is now set to approximately the correct time.

A

Note  The NTP server time may vary slightly from the host time.

VersaStack VMwar e vCenter 5.5 Update 2

The proceduresin the following subsections provide detail ed instructionsfor installing V Mware vCenter
5.5 Update 2 in a VersaStack environment. After the procedures are completed, a VMware vCenter
Server will be configured along with a Microsoft SQL Server database to provide database support to
vCenter. These deployment procedures are customized to include the environment variables.

This procedure focuses on the installation and configuration of an external Microsoft SQL Server 2008
R2 database, but other types of external databases are also supported by vCenter. To use an alternative
database, refer to the VMware vSphere 5.5 documentation.

To install VMware vCenter 5.5 Update 2, an accessible Windows Active Directory® (AD) Domain is

necessary. If an existing AD Domain is not available, an AD virtual machine, or AD pair, can be set up
in this VersaStack environment. Refer to the section "Build Windows Active Directory Server VM(s)"

in the appendix.

Build Microsoft SQL Server VM

ESXi Host VM -Host-I nfra-01

To build a SQL Server virtual machine (VM) for the VM-Host-Infra-01 ESXi host, complete the
following steps:

1. Loginto the host by using the VMware vSphere Client.

VersaStack for Data Center with Direct Attached Storage
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10.
11
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.

26.

27.

28.

29.
30.

31.
32.

33.

In the vSphere Client, select the host in the inventory pane.
Right-click the host and select New Virtual Machine.
Select Custom and click Next.

Enter a name for the VM. Click Next.

Select infra_datastore 1. Click Next.

Select Virtual Machine Version: 8. Click Next.

Verify that the Windows option and the Microsoft Windows Server® 2008 R2 (64-bit) version are
selected. Click Next.

Select two virtual sockets and one core per virtual socket. Click Next.

Select 4GB of memory. Click Next.

Select one network interface card (NIC).

For NIC 1, select the IB-MGMT Network option and the VMXNET 3 adapter. Click Next.
Keep the LSI Logic SAS option for the SCSI controller selected. Click Next.

Keep the Create a New Virtual Disk option selected. Click Next.

Make the disk size at least 60GB. Click Next.

Click Next.

Select the checkbox for Edit the Virtual Machine Settings Before Completion. Click Continue.
Click the Options tab.

Select Boot Options.

Select the Force BIOS Setup checkbox.

Click Finish.

From the left pane, expand the host field by clicking the plus sign (+).

Right-click the newly created SQL Server VM and click Open Console.

Click the third button (green right arrow) to power on the VM.

Click the ninth button (CD with awrench) to map the Windows Server 2008 R2 SP1 1SO, and then
select Connect to 1SO Image on Local Disk.

Navigate to the Windows Server 2008 R2 SP1 SO, select it, and click Open.

Click in the BIOS Setup Utility window and use the right arrow key to navigate to the Boot menu.
Use the down arrow key to select CD-ROM Drive. Press the plus (+) key twice to move CD-ROM
Driveto thetop of thelist. Press F10 and Enter to save the selection and exit the BIOS Setup Utility.

The Windows Installer boots. Select the appropriate language, time and currency format, and
keyboard. Click Next.

Click Install Now.

Make sure that the Windows Server 2008 R2 Standard (Full Installation) option is selected. Click
Next.

Read and accept the license terms and click Next.

Select Custom (Advanced). Make sure that Disk 0 Unallocated Space is selected. Click Next to
allow the Windows installation to compl ete.

After the Windows installation is complete and the VM has rebooted, click OK to set the
Administrator password.
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34. Enter and confirm the Administrator password and click the blue arrow to log in. Click OK to
confirm the password change.

35. After logging in to the VM desktop, from the VM console window, select the VM menu. Under
Guest, select Install/Upgrade VMware Tools. Click OK.

36. If prompted to eject the Windows install ation media before running the setup for the VMware tools,
click OK, then click OK.

37. Inthedialog box, select Run setup64.exe.

38. Inthe VMware Tools installer window, click Next.
39. Make sure that Typical is selected and click Next.
40. Click Install.

41. Click Finish.

42. Click Yesto restart the VM.

43. After the reboot is complete, select the VM menu. Under Guest, select Send Ctrl+Alt+Del and then
enter the password to log in to the VM.

44. Set the time zone for the VM, |P address, gateway, and host name.
45. Log back into the VM and download and install all required Windows updates.

Note  This process requires several reboots.

46. Add the VM to the Windows AD domain.

Note A reboot isrequired.

47. If necessary, activate Windows.
48. Log back into the VM and download and install any additional required Windows updates.

Install Microsoft SQL Server 2008 R2

vCenter SQL Server VM

Toinstall SQL Server on the vCenter SQL Server VM, complete the following steps:

1. Connect to an AD Domain Controller in the VersaStack Windows Domain and add an admin user
for the VersaStack using the Active Directory Users and Computers tool. This user should be a
member of the Domain Administrators security group.

2. Logintothe vCenter SQL Server VM as the VersaStack admin user and open Server Manager.
3. Expand Features and click Add Features.
4. Expand .NET Framework 3.5.1 Features and select only .NET Framework 3.5.1.

VersaStack for Data Center with Direct Attached Storage
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Add Features Wizard
]
,:ﬂ:}' Select Features
Select one or mare features to install on this server,
Confirmation Eeatures: Description:
Progress Microsoft .NET Framework 3.5.1
it =] E MET FramworkS 5.1 Features - combines the power of the .NET
Restlts % AET R . Framework 2.0 APIs with new
WCF Activation technologies for building applications
[ Background Inteligent Transfer Service (BITS) that offer appealing user interfaces,
[] BitLocker Drive: Encryption protectyour customers' personal
[ EranchCache identity information, enable seamless
and secure communication, and
E Connection Manager Administration Kit provide the ability to model a range of
[ Desktop Experience business processes.
': Directaccess Management Console
|: Group Palicy Management
[] 1nk and Handwriting Services
[] 1nkernet Printing Cliant
': Internet Storage Mame Server
LI LPR Port Maritor
[] Message Queuing
L] mltipath 1o
[ Metwork Load Balancing
[ Peer Mame Resolution Protacol
[ Guality Windows Audio Yideo Experience
["1 Remote Assistance | _'LI
»
More ahout features
< Previous | Mext = I Inistall Cancel
5. Click Next.
6. Click Install.
7. Click Close.
8. Open Windows Firewall with Advanced Security by navigating to Start > Administrative Tools >

10.
11
12.
13.
14.
15.

16.
17.
18.
19.
20.
21.
22.
23.
24.

Windows Firewall with Advanced Security.

Select Inbound Rules and click New Rule.

Select Port and click Next.

Select TCP and enter the specific local port 1433. Click Next.
Select Allow the Connection. Click Next, and then click Next again.
Name the rule SQL Server and click Finish.

Close Windows Firewall with Advanced Security.

In the vCenter SQL Server VMware console, click the ninth button (CD with awrench) to map the
Microsoft SQL Server 2008 R2 I SO. Select Connect to 1SO Image on Local Disk.

Navigate to the SQL Server 2008 R2 I SO, select it, and click Open.

In the dialog box, click Run setup.exe.

In the SQL Server Installation Center window, click Installation on the left.

Select New Installation or Add Features to an Existing Installation.

Click OK.

Select Enter the Product Key. Enter a product key and click Next.

Read and accept the license terms and choose whether to select the second checkbox. Click Next.
Click Install to install the setup support files.

Address any warnings except for the Windows firewall warning. Click Next.
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The Windows firewall issue was addressed in the prior steps

25.
26.
27.

Next.

#% SOL Server 2008 R2 Setup

Feature Selection

Select the Standard features to instal,

Select SQL Server Feature Installation and click Next.

Under Instance Features, select only Database Engine Services.

JEI=] E3

Setup Suppart Rules

Setup Role

Feature Selection
Installation Rules

Instance Configuration

Disk Space Requirements
Server Configuration

Database Engine Configuration
Error Reporting

Installstion Configuration Rules
Ready ko Install

Installation Progress

Complete

Eeatures:

Description:

atabass Engine Services
I:‘ SQL Server Replication
[ Full-Text Search
[ analysis Services
[ reporting Services
Shared Features

[[] client Taols Connectivity
I:‘ Inkegration Services

[] Client Taols 5Dk
[[] 5GL Server Books Online
Management Tools - Basic

[ Microsoft Sync Framewark
Redistributable Features

Select all Unselect Al

[] Business Inteligence Development Studio

[[] client Tools Backwards Compatibility

Management Taals - Camplete
[ Sl Client Connectivity SOK

Server Features are instance-
aware and have their own
reqistry hives. They support
multiple instances on a computer,

Shared feature directory: IC:\PrUgram Files\Microsoft SQL Server),

Shared feature directory (x86): IC:\Program Files {x@8)\Microsoft SOL Servery

]
—

Cancel | Help

4

28. Click Next.
29. Keep Default Instance selected. Click Next.

Under Shared Features, select Management Tools - Basic and Management Tools - Complete. Click
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%% SOL Server 2008 R2 Setup [_[0O]

Instance Configuration

Specify the name and instance ID For the instance of SGL Server, Instance 10 becomes part of the installation path.

Setup Support Rules (% Default instance
Setup Role

" Mamed instance: |MSSQLSERVER
Feature Selection

Installation Rules

Instance Configuration Instance 10: IMSSQLSERVER
Disk Space Requirements
Instance root direckory: IC:\Program Files\Microsaft SQL Servery
Server Configuration
Database Engine Configuration
Error Reporting SQL Server directary: CiiProgram Files\Microsoft SQL ServeriMS50L10_50.MSSOLSERYER

Installation Configuration Rules
Installed instances:
Ready ta Instal -

Installation Progress Instance Name | Instance ID \ Features \ Edition | \ersion

Complete

< Back Blext = Cancel Help |

30. Click Next for Disk Space Requirements.

31. For the SQL Server Agent service, click inthefirst cell in the Account Name column and then click
<<Browse...>>.

32. Enter thelocal machine administrator name (for example, systemname\Administrator), click Check
Names, and click OK.

33. Enter the administrator password in the first cell under Password.
34. Change the startup type for SQL Server Agent to Automatic.

35. For the SQL Server Database Engine service, select Administrator in the Account Name column and
enter the administrator password again. Click Next.
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% SOL Server 2008 R2 Setup =

Server Configuration

Specify the service accounts and collation configuration,

Setup Support Rules Servics Accounts | Callation |

Setup Role

Featurs Selection Microsoft recommends that you use a separate account For each SOL Server service.

Installation Rules Service Account Hame Password | Startup Type
Instance Configuration S0QL Server Agent Adriinistr ator LLEIILLL L]

Disk Space Requiremets 0L Server Database Engine Administr ator srsssness automatic = |
Server Configuration SOL Server Browser NT AUTHORITALOCAL S. . Disabled |

Database Engine Configuration

Error Reporting
Installation Configuration Rules Use the same account for all QL Server services |

Ready ko Install
Installstion Praogress

Complete

< Back | Texk > | Cancel | Help |

4

36. Select Mixed Mode (SQL Server Authentication and Windows Authentication). Enter and confirm
the password for the SQL Server system administrator (sa) account, click Add Current User, and
click Next.

SQL Server 2008 R2 Setup . - ol x|

Database Engine Configuration

Specify Database Engine authentication security mode, administrators and data directories.

Setup Suppart Rules Account Provisioning | Data Directories | FILESTREAM |

Setup Role

Feahive Selsehon Specify the authentication mode and administrators for the Database Engine.
Installation Rules Authentication Mode

Hence Conboiatog " Windows authentication mode

Disk Space Requirements
= i % Mixed Mode (SQL Server authentication and Windows authentication)

Server Configuration

Database Engine Configuration Specify the password forthe SQL Server system administrator (sa) account:

Error Reporting Enter password: Ionunn

SR AT AR R LS Confirm password: |.........

Ready to Install

Installation Progress Specify SQL Server administrators

Complete CEYicef1-admin (icef1 admin) SOL Server administrators
have unrestricted access to
the Database Engine.

Add Current Userl Add... | Remove |
< Back Next > Cancel Help

VersaStack for Data Center with Direct Attached Storage



M vSphere Setup

Note

37. Choose whether to send error reports to Microsoft. Click Next.

38. Click Next.

39. Click Install.

40. After the installation is complete, click Close to close the SQL Server installer.
41. Close the SQL Server Installation Center.

42. Install all available Microsoft Windows updates by navigating to Start > All Programs > Windows
Update.

43. Open the SQL Server Management Studio by selecting Start > All Programs > Microsoft SQL
Server 2008 R2 > SQL Server Management Studio.

44. Under Server Name, enter the local machine name. Under Authentication, select SQL Server
Authentication. Enter sain the Login field and enter the sa password. Click Connect.

45. Click New Query.
46. Run the following script, substituting the vpxuser password for <Password>:

use [master]

go

CREATE DATABASE [VCDB] ON PRIMARY

(NAME = N'vedb', FILENAME = N'C:\VCDB.mdf', SIZE = 2000KB, FILEGROWTH = 10% )
LOG ON

(NAME = N'vcdb log', FILENAME = N'C:\VCDB.1ldf', SIZE = 1000KB, FILEGROWTH = 10%)
COLLATE SQL Latinl General CPl CI_AS

go

use VCDB

go

sp_addlogin @loginame=[vpxuser], @passwd=N'<Password>', @defdb='VCDB',
@deflanguage='us english'

go
ALTER LOGIN [vpxuser] WITH CHECK POLICY = OFF

go

CREATE USER [vpxuser] for LOGIN [vpxuser]

go

use MSDB

go

CREATE USER [vpxuser] for LOGIN [vpxuser]

go

use VCDB

go

sp_addrolemember @rolename = 'db owner', @membername = 'vpxuser'
go

use MSDB

go

sp_addrolemember @rolename = 'db owner', @membername = 'vpxuser'
go

This example illustrates the script.
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Fie Edt Yiew Query Project Debug Tools Window Community Help
S New query | [Ty [y i [ [ | 15 I S| &) g
42 357 | master

=

5]

viEHE S pEEn=2

| ¥ Execute b

AL
B &

- B X

_SQLQueryLsql -..ster (sa (53))* |

use [master]
go

[CICREATE DATAEASE [VCDB] ON PRIMARY
(NAME = N'vedh',
LOG OH
(NAME = N'wvedb_log!,
COLLATE $QL_Latinl_General CP1_CI_AS
go
use VGDE
ao

Connect ~ Sz 92

El | § versasql (5QL Server 10,50,1600 - 55
[ [ Databases
[ [ Security
[ [ Server Ofjects
[ [ Replication
[ [ Management
[ [ SQL Server Agent

L Baeflanguage='us_snglish'
go

a0
CREATE USER [vpxuser] for LOGIN [vpxuser]
a0

use MSDE

go

CREATE USER [vpxuser] for LOGIN [vpxuser]

sp_addrolemember @rolename - 'db owner',
ad]

kil

FILEMAME = M'C:\VCDB.mdf',

FILENAME = H'C:\V¥CDB.ldf',

= sp_addlogin Bloginswe=[vpxuser], Bpasswd=N''!'QAZZwsx', Bdefdk='VCDE',

ALTER LOGIN [vpxuser] WITH CHECK POLICY = OFF

SIZE = 2Z000KE, FILEGROWTH = 10% |

SIZE = 1000KB, FILEGROWTH = 10%)

fnembername = 'vpxuser!

(ol

vSphereSetup Il

=

Cpen

Connection
Connection name  wersasdl (sa)
Connection Details

wersasgl

sa

versascl
10.50.1600

2 Connected. (11}

| versasal (10,50 RTV) | 52 (53) | master | 00:00:00 | O rows

Name
The name of the connection.

47. Click Execute and verify that the query executes successfully.

48. Close Microsoft SQL Server Management Studio

49. Disconnect the Microsoft SQL Server 2008 R2 1SO from the SQL Server VM.

Build and Set Up VMwarevCenter VM

Build VMwarevCenter VM

To build the VMware vCenter VM, complete the following steps:

1. Usingtheinstructionsfor building a SQL Server VM provided in the section "Build Microsoft SQL
Server VM," build aVMware vCenter VM with the following configuration in the

<<var_ib-mgmt_vlan_id>> VLAN:
4GB RAM

Two CPUs

One virtual network interface

Directory domain.

Set Up VMwarevCenter VM

To set up the newly built VMware vCenter VM, complete the following steps:

1
2. Expand Features and click Add Features.
3.

4. Click Next.

Start the VM, install VMware Tools, and assign an | P address and host nhame to it in the Active

Log in to the vCenter VM as the VersaStack admin user and open Server Manager.

Expand .NET Framework 3.5.1 Features and select only .NET Framework 3.5.1.
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5. Click Install.

6. Click Closeto close the Add Features wizard.

7. Close Server Manager.

8. Download and install the client components of the Microsoft SQL Server 2008 R2 Native Client
from the Microsoft Download Center.

9. CreatethevCenter database data source name (DSN). Open Data Sources (ODBC) by selecting Start
> Administrative Tools > Data Sources (ODBC).

10. Click the System DSN tab.

11. Click Add.

12. Select SQL Server Native Client 10.0 and click Finish.

13. Name the data source VCDB. In the Server field, enter the I P address of the vCenter SQL server.
Click Next.

Create a New Data Source bo SOL Server |

Thiz wizard will help you create an ODEBC data zource that you can use to

:EEZ‘ cohnect to SOL Server,
B, What name do you want to uze to refer to the data source?
SQL Serverzoerz

M ame: I\-"ED B

Haow do you want to describe the data source?

Descriptian: I

Which SOL Server do vou want to connect ta?

Server

Finigh I Mewt » Cancel Help

14. Select With SQL Server authentication using alogin ID and password entered by the user. Enter

vpxuser as the login ID and the vpxuser password. Click Next.
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Create a New Data Source to SOL Server E |

=

ﬁSanﬁermaz

How should SGL Server venfy the authenticity of the login D7

= With Integrated Windows authentication.

SEN [Optianal: |

< 'with SOL Server authentication using a login |0 and password
entered by the uzer.

Login ID: va:-:user

Pazzword: Iooooooooo|

LConnect to SOL Server to obtain default settings for the
additional configuration options.

< Back I Hext > I Cancel Help

15. Select Change the Default Database To and select VCDB from the list. Click Next.

Create a New Data Source bo SOL Server E |

=

ﬁSen@rmm

v iChange the default database tod

{VCDE |

Mirror server:

SEM for mirrar zerver [Optional):

[~ Attach database filename:

¥ Usze M5 quoted identifiers.
¥ Usze 4W5] nulls, paddings and warkings.

¢ Back I Heut > I Cancel Help

16. Click Finish.

17. Click Test Data Source. Verify that the test completes successfully.

vSphereSetup Il
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S0L Server ODBC Data Source Tesk E |

— Test Besultz

Microzaft SOL Server Mative Chent Yersion 10.50.1600 ;I

Running connectivity tests.

dttempting connection
Connection establizhed

N ernfying aption zettings
Dizzonnecting from server

TESTS COMPLETED SLUCCESSFULLY!

18. Click OK and then click OK again.
19. Click OK to close the ODBC Data Source Administrator window.

20. Install all available Microsoft Windows updates by navigating to Start > All Programs > Windows
Update.

a~

Note A restart might be required.

Install VMwarevCenter Server

vCenter Server VM

To install vCenter Server on the vCenter Server VM, complete the following steps:

1. InthevCenter Server VMware console, click the ninth button (CD with awrench) to map the
VMware vCenter | SO and select Connect to 1SO Image on Local Disk.

2. Navigate to the VMware vCenter 5.5 Update 2 (VIM Setup) 1SO, select it, and click Open.
3. Inthedialog box, click Run autorun.exe.

4. IntheVMwarevCenter Installer window, make sure that VMware vCenter Simple Install is selected
and click Install.
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[@J ¥Mware vCenter Installer

vmware vSphere* 5.5

VMware vCenter Server Simple Install

nstall Simple Install installs vCenter Single Sign-On, vSphere Web Client, vCenter Inventory
Senice, and vCenter Server on the same host or virtual machine.
Custom Install
vCenter Single Sign-On Alternatively, to customize the location and set up of each component, use the Custom
g Install method to install the components separately. Install components in this order:
vSphere Web Client
vCenter Inventory Senice . wCenter Single Sign-On
vSphere Web Client
. wCenter Inventory Senice
VMware vCenter Desktop Client . wCenter Senver

vCenter Server

Wiviware vSphere Client ) ) X ) ) ) ;
For a list of information you need to install these components, see the installation checklist:
VMware vCenter Support Tools hittp:/fwww vmware comfinfo?id=1266
vSphere Update Manager -
Prerequisites:
vSphere ESX Dump Collector None
vSphere Syslog Collector
vSphere Auto Deploy
vSphere Authentication Proxy
Host Agent Pre-Upgrade Checker

vCenter Certificate Automation Tool

Explore Media Exit

5. Click Yesif thereisaUser Account Control warning.
6. Click Next to install vCenter Single Sign On.

[ ¥Mware vCenter Installer

vmware vSphere' 5.5

VMware vCenter Server Simple Install
[ Smple sl cimpic intal setun B
Custom Install
vCenter Single Sig Welcome to the vCenter Single Sign-On use the Custom
Setup its in this order:
vSphere Web Cliet

This Setup Wizard wil instll the vCenter Single Sign-On
Service. Click Next to continus of Cancel ko exit the Setup
wizard,

vCenter Inventory £

vCenter Server
VMware vCenter Deski
WWware vSphere Clie
VMware vCenter Supp
vSphere Update Man:
vSphere ESX Dump {

installation checklist:

Copyright © 1998-2014 ¥Mware, Inc, Al rights reserved,

This product is protected by U.5. and international copyright
vsprere sysiog Colle et and mtellactl property laws, Viware products are coversd
ey Single Sign On by ane or more patents listed at

hittp:/ v wmare comfgofpatents.
vSphere Authenticalic

Host Agent Pre-Upagr:
g [ e | canel |

vCenter Certificate Au

Explore Media Exit
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7. Accept the terms of the license agreement and click Next.

8. Click Next on Perquisites screen.

i'él‘ Simple Install

Simple Install Prerequisites Check

Host name is YERSA-VCENTER
FDM is versa-vcenter.ppt.lab, cisco, com
IP Address is 10,29,151.102

" Machine is joined ko ppt.lab.cisco.com

" DNS resolution is successful

¥ &dd ppt.lab cisco.com as a native Active Directary identity source,

Back I exk I Cancel |

9. Enter and confirm <<var_password>> for administrator. Click Next.

jii Simple Install

yCenter Single Signh-On Information

Set the password For administrator account in default domain

Domain Mame: Ivsphere.lncal
User name: I.ﬁ.dministrator
Password: I TITITT
Confirm Password: I LITITTITY)

Back. I ek I Zancel

10. Click Next on the Site screen.
11. Accept Default HTTPS port and click Next.
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& Simple Install E3

Simple Install Port Settings

Enter the connection information For wCenter Single Sign-on.

Setup will open the HTTPS port in the Firewall if the Windows Firewall/Inkernet Connection
Sharing service is running on the syskem,

HTTPZ pork: I

Back I Texck I Cancel

12. Click Next.

13. Review the screen and Click Install. This process will take approximately 20 minutes during which
time multiple windows will launch.

i Ssimple Insta

Simple Install Information

Review install options

You have selected:
Mew install
Configured as First server in damain
Daomain name is vsphere. local
HTTPS part is 7444
Site: name is Default-First-Site

Lookup service will be installed and configured new

Back. I Install I Cancel

14. Enter yesfor the SSL popup is displayed.
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Mware vSphere Weh Client x

15:74:39:08:54:B4: 000 3F: 71: 21161 FE 44 ED IFI62: 84 7F14F A2

This is the 55L SH&1 fingerprint of the 550 Lookup Service leaf certificate,
To accepk and continue, click ves, Otherwise, click Mo,

Yes Mo

15. Enter the license Key.

i'-.%l' ¥Mware ¥Center Simple Install

License Key

Enter the license key.

License key:
fi

If you do not enter a license key, ¥vCenter Server will be installed in evaluation
mode.

Imstallshield

< Back | Mexk = I Cancel

16. Change the radio button selection to use and existing instance.
17. Select VCDB and click Next.
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ii-;' ¥Mware yCenter Simple Install

Database Options
Select an ODEC data source for wlenter Server,

wCenter Server requires a database.

Install a Microsoft SOL Server 2008 Express instance
This option only suports deployments with up ko 5 hosts or S0 virkual machines

¥ Use an existing supported database

Data Source Name (DSH); | WCDE (M5 5oL =]

Installshield

< Back | Mexk = I Cancel

18. Enter the password <<var_password>> for vpxuser.

fig ¥Mware y¥Center Simple Install

Database Options

Enter database server credentials,

DSN: ¥CDB

ODBC Driver: SOL Server Native Client 10.0

Database user name:

Database passward: I

Inmstallshield

< Back | Mext = I Cancel |

19. Click Next. Read the warning message and then click OK (you will need to take separate action
backup the SQL database).
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iz ¥Mware ¥Center Simple Install

Database Options

Enter database server credentials,

DSN: YCDB
¥Mware vCenter Server
ODBC 1
. Your SQL Server database is currently set bo the Full recovery
,_h model, Without reqular transaction log backups, they will
— eventually consume all available disk space, See this KB article for
mare information: btkp: i kb, vrmware, comfkbi 1001046,
Dakaba
Ok
S x|
Installshield

< Back | ek = I Zancel |

20. Click Next to use the SYSTEM Account.

iz ¥Mware vCenter Simple Install

vCenter Server Service

Enter the viZenter Server service account information.,

By default, the vCenter Server service runs in the Windows Local Syskem account. To run
the wlenter Server service in another administrative user service account, deselect the
checkbox and provide the account credentials,

[¥ Use ‘Windows Local System Account

Account name: I
Account password: I
Bully Qualified Domain Name: Iversa—vcenter.ppt.lab.cisco.cnm

SECURITY ADWISORY: The wCenter Server installer grants the "Log on as a service" right
ko the account wou specify,

Instal|Shield

< Back | Mt = I Zancel

21. Click Next to accept the default ports.
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Y ¥Mware vCenter Installer - |0]| I

ii‘v!;" ¥Mware ¥Center Simple Install

Configure Ports

Enter the connection information For wCenter Server,

w(Zenter Server HTTF part:

o
=1

v Center Server HTTPS part:

=y

43

Heartbeat port (LUDP): a0z
‘“Weh Services HTTP port: 5080
‘Web Services HTTPS port: G445
Wweb Services Change Service Motification port: 50093

=

5 HE
1

w(Zenter Server LDAP pork: 5
yCenker Sepver S50 pork: 656

[" Increase the number of available ephemeral ports

This option prevents the pool of available ephemeral porks from being exhausted if wCenter
Server powers on more than 2000 virbual machines simulkaneously on a host,

< Back I Next = I Cancel

Installshield

22. Select the appropriate inventory size. Click Next.
23. Click Install. A new installer window will start and complete in approximately 10 minutes.
24, Click Finish, then click OK

ESXi Dump Collector Setup

1. Inthe VMware vCenter Installer window, under vCenter Support Tools, select VMware V Sphere
ESXi Dump Collector.

2. Ontheright, click Install.

3. Select the appropriate language and click OK.

4. Inthe vSphere ESXi Dump Collector Installation Wizard, click Next.

5. Click Next.

6. Accept the termsin the License Agreement and click Next.

7. Click Next to accept the default Destination Folders.

8. Click Next to accept a Standal one installation.

9. Click Next to accept the default ESXi Dump Collector Server Port (6500).

10. Select the VMware vCenter Server |P address from the drop-down menu. Click Next.

11. Click Install to complete the installation.
12. Click Finish.

VersaStack for Data Center with Direct Attached Storage
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13. Click Exit in the VMware vCenter Installer window.
14. Disconnect the VMware vCenter 1SO from the vCenter VM.

15. Install all available Microsoft Windows updates by navigating to Start > All Programs > Windows
Updates.

16. A restart might be required.
17. Back on the Management Workstation, open the VMware vSphere CLI command prompt.
18. Set each ESXi Host to coredump to the ESXi Dump Collector by running the following commands:

Note  Make sure to type these commands to be sure the hyphens are translated correctly (You can also do a
find and replace with the hyphens in your text editor such as notepad).

esxcli -s <<var_vm host infra 01 ip>> -u root -p <<var password>> system

coredump network set --interface-name vmkO0 --server-ipv4

<<var vcenter server ip> --server-port 6500

esxcli -s <<var vm host infra 02 ip>> -u root -p <<var password>> system
coredump network set --interface-name vmkO0 --server-ipv4

<<var vcenter server ip> --server-port 6500

esxcli -s <<var_vm host infra 01 ip>> -u root -p <<var password>> system
coredump network set --enable true
esxcli -s <<var vm host infra 02 ip>> -u root -p <<var password>> system
coredump network set --enable true

esxcli -s <<var_vm host infra 01 ip>> -u root -p <<var password>> system
coredump network check
esxcli -s <<var_vm host_infra 02 ip>> -u root -p <<var password>>

Administrator: C:\Windows\system32\cmd.exe

C:»Program Files“UMware~UHware vSphere CLI“bin*esxcli -s 172.26.163.51 —u root -
p HighUBlt system coredump network set ——interface-name uvmkB -—server—ipuvd 172.2
6.163.580 ——server—-port 6508

C:»Program FilessUMuwaresUMware vSphere CLIsbinresxcli —-s 172.26.163.52 -u root
p HighUBlt system coredump network set ——interface-name vmk@ --server—-ipvd 172.
6.163.580 ——server—-port 6508

C:“Program FilessUHuware-UMware vSphere CLI%binJ>

C:“\Program Files“UMware-UMware vSphere CLI%bin>
Files“UMware“UHware vSphere CLI“hin>
Files“UHMware“UMware vSphere CLI%bin>esxcli 172.26.163.51
system coredump network set ——enable true

C:“Program Files“\UMwaresUMware vSphere CLI%“binresxcli 172.26.163.52
p HighUBlt system coredump network set ——enable true

C:“FProgram Files“UHMware“UHMware vSphere CLI%“bin>
Files“UHMware“UHware vSphere CLI“bin>esxecli —-s 172.26.163.51
system coredump network check

Uerified the configured netdump server is running

C:»Program FilessUMwaresUMware vSphere CLINbinleswxcli 172.26.163.52
p HighUBlt system coredump network check
Uerified the configured netdump server is running

C:~\Program FilessUMuaresUMuware vSphere CLIsbin>»_
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Set Up vCenter Server

vCenter Server VM

To set up vCenter Server on the vCenter Server VM, complete the following steps:

1. Using the vSphere Client, log in to the newly created vCenter Server as the VersaStack admin user
or administrator@vsphere.local

2. Click File, New, Datacenter to create a data center.
3. Right click to rename the datacenter Enter VersaStack_DC_1 as the data center name.
4. Right-click the newly created VersaStack_DC_1 data center and select New Cluster.
5. Namethe cluster VersaStack_Management and select the checkboxes for Turn On vSphere HA and
Turn on vSphere DRS.
6. Click Next.
{2 New Cluster Wizard =PE e

Cluster Features
What features do you want to enable for this cluster?

Cluster Features
vSphere DRS

Power Management
vSphere HA

Wirtual Machine Cptons
WM Moritaring

Mame

WersaStack_Management

ivivrare EVC
Cluster Features
v Swapfle Location
Feady to Complete Select the features you would like to Lise with this cluster.

M Turn Gn wsphere HA

wSphere HA detects falures and provides rapid recovery far the wirtual machines running within a cluster. Core
downtime when heartbeats cannot be detected.

wSphere HA must be turned on to use Fault Tolerance.

M Turn On wSphere DRS

wsphere DRS enables vCenter Server to manage hosts as an aggregate pool of resaurces. Cluster resources cal
machines.

vSphere DRS also enables vCenter Server to manage the assignment of virtual machines to hosts automatically
running virtual machines to balance load and enforce resource alocation policies,

vSphere DRS and YMware EVC should be enabled in the cluster in order to permit placing and migrating W¥Ms wit

Help < Back | Mext = | Cancel

7. Accept the defaults for vSphere DRS. Click Next.

8. Accept the defaults for Power Management. Click Next.

9. Accept the defaults for vSphere HA. Click Next.

10. Accept the defaults for Virtual Machine Options. Click Next.
11. Accept the defaults for VM Monitoring. Click Next.

12. Accept the defaults for VMware EVC. Click Next.

VersaStack for Data Center with Direct Attached Storage
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IMPORTANT: If mixing UCS B or C-Series M3 and M4 servers within avCenter cluster, it is
necessary to enable VMware Enhanced vMotion Compatibility (EVC) mode. For more information
about setting up EVC mode, refer to Enhanced vM otion Compatibility (EV C) Processor Support.

13.
14.
15.
16.

17.
18.
19.

20.
21.
22.
23.

Select "Store the swapfile in the datastore specified by the host". Click Next.
Click Finish.
Right-click the newly created VersaStack_Management cluster and select Add Host.

In the Host field, enter either the IP address or the host name of the VM-Host-Infra_01 host. Enter
root as the user name and the root password for this host. Click Next.

Click Yes.
Click Next.

Select Assign aNew License Key to the Host. Click Enter Key and enter a vSphere license key.
Click OK, and then click Next.

Click Next.

Click Next.

Click Finish. VM-Host-Infra-01 is added to the cluster.
Repeat this procedure to add VM-Host-Infra-02 to the cluster.

Map the Datastores on the IBM Storwize V7000 Second Host After Enabling the Cluster

© © N o o0 M w NP

10.

Open the web client to the Storwize V7000

Click the volumes button in the left pane and select volume to open the volumes screen
Right-click the volume infra_datastore 1 and select map to host.

Choose host VM-Host-1nfra-02 and select Map Volumes.

Click Map All volumes on the warning popup click close.

Right-click the volume infra_swap and select map to host.

Choose host VM-Host-Infra-02 and select Map Volumes.

Click Map All volumes on the warning popup click close.

In vSphere in the | eft pane right click the cluster VersaStack_Management, and click Rescan for
Datastores.

Click OK.

Note A warning displays stating that there is no network management redundancy if thereis only one physical
adapter assigned to vSwitch0. The optional Cisco 1000v virtual switch shown later isthis document will
resolve that issue. If you are not installing 1000v, you should add the second Cisco network adapter to
the VMware standard switch to each ESX hosts. Click the configuration tab and in the hardware pane,
click Networking then click properties of vSwitchO. In the Network adapters tab, click Add and select
the unclaimed adapter vmnicl, then click Next, then click Next again, and then clickFinish.
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Move VM Swap File Location

ESXi Hosts VM-Host-Infra-01 and VM -Host-I nfra-02

To move the VM swap file location, complete the following steps on each ESXi host:
From each vSphere Client, select the host in the inventory.

Click the Configuration tab to enable configurations.

Click Virtual Machine Swapfile Location in the Software pane.

Click Edit at the upper right side of the window.

Select Store the swapfile in a swapfile datastore selected below.

Select infra_swap as the datastore in which to house the swap files.

N o A~ w NP

Click OK to finalize moving the swap file location.

Optional: Add Domain Account Permissions
This section details how to add a user to provide admin and login permissionsin the vSphere Web client
and also using V Sphere client
1. Open abrowser to the vSphere web client https://<<vSphere_ip>>:9443/vsphere-client/
2. Log in as administrator@vsphere.local with the admin password.
3. Click the Administration item in the left pane

There are wCenter Server systems with expiring license keys inyour inventary. Details...

vmware: vSphere Web Client # &

Histary :b | X (i} Home

o wCenter
i/ Rules and Profiles

>
> - .

() wCenter Orchestrator > AXA m 5,,'] g
b

Inventories

Ty Adrninistration vienter Hosts and whils and Storage 3
Clusters Templates
[z] Tasks
|_(__-) Log Browser Monitoring
[T Events
I - |
& Tags &l o & 5
@ New Search by Task Console Event Consaole Host Profiles Wi Storage Cus
Policies Spe
[ Saved Searches > b
Administration
Roles Licensing viCenter
Solutions
Manager
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4. Select configuration and identity sources tab and validate the domains you require are listed. You
can add other required domain sources with the green +.

vmware* vSphere Web Client

There are vCenter Server systermns with expiring license keys in your inventory.

ft @

Deetails .

"HERE LOCAL «

| Help

~ Access Control

Licensing
Licenses
Reports
Solutions

Ll

Client Plug-Ins

wCenter Server Extensions

4 Home D X 550 Configuration for versa-vcenter.ppt.lab.cisco.com
Administration

Folicies | Identity Sources | Certificates

5. Select the home button in the top left.
6. Click vCenter to show the vCenter screen.

+ & K % | Gadions~ (@ Filter -
Roles ]
Hame Server URL Type Domain Alias
~ Single Sign-On
wsphere.local
Users and Groups
Local 08 VERSA-VCENTER (defaulty
figuration
13U AN0] pptlab.cisco.com Active Directory (Integrated .. pptlab.ciscocom FPT

% @ Share Browser WebEx +

4 Home
vlenber

| = Ieweniony Trids
) Hosts and Clusters
L vwes and Temnplats
(3 Storage
£2 mutworking

= verony Lists

(5 vCunter Sorvers
[y Datacenters
[ Hoses
0 clusters
@ Resaurcs Pooks
(3 Datastores
I Datastorn Clusiors
4 Bhandard Hetworks
= Distribused Swilthibt
G Virual Mathines
*, vApps
W VM Templates

© © N

vmware: vSphere Web Client

a

Mem..

h @

machings

The fmverdony Lists allow you to view an

sgyregated list of these objects scross

vCansss Senes systems. These £at lists
enable easier bulch operatons

ritory trve ks 381 avaliable urndar
Irwentry Tiees. Hare objacts ara listeg
milgraecicalty in Tour ategaes. Hosts and
Clustars, M3 and Ternplates, Storage, and
Matwarking

Thirg are Mrve steps 1o 9uL$1armed with your
irtus| infrasirucsae

1. Cruati & galacentor

2 Azanosts o the catatenter

3 Craabs tasl machings on the hosts

Exploce Further

What is vCanter Server?
Metwarking in vSphere
Storage In vSphers

18 Bl Google | M| Suguested Sites = | Rome = @] OnCommand Performanc.. @1 Fl @) Favontes @ Apple B Bing

What are inventory tree views?

Using the object navigator

Click vCenter Servers under Inventory list.

Click Permissions.

& vMware vSphere .. | (B vsphereWeb T % | | (]

- -

< MW v Page~ Salety~ Tools~+

Al | Runming Faied

My Tasks »

= # Work in Progress

Click the vCenter server name in the left pane, and click the Manage Tab in the right pane.

Mars Tasks
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R Bl

mem_|(§—'} = ~Volu.. | &8 vMware vSphere .. | (G viphereweb . % | | ()

% @ Share Browser WebEx +

o Gouql: B Suggested Sites » | Rome v ) OnCommand Performanc.. @]l @] Favontes @ Apple Eﬂ v .=l P ~ Page~ Salety~ Tools~ i

= Bing

ELOCAL * | Help= |

vmware: vSphere Web Client L]

D X versavcestor Lppllsbciscocom | Acons =
B0 | Gemngstaded Summary Mesor | Manage | Retsed Objscs

Al | Runming Faned

Dutinad in

5 VBPHERE LOCALAdministrator This object and s chidran

My Tashs Ware Tasks

T iWork in Prograss

Click thegreen + signto add auser. Select Add in the Add Permission Window. Choose the domain,
and highlight the user.
11. Click Add then click OK.

10.

R Bl
Mem_| B = -olu.. | & vMware vsphers .. | (@) vspherewen c. x| | (1] 1 :
% @ Share Browser WebEx +
L Gouql: B Suggested Sites | Rome @ OnCommand Performanc.,. @ FL @ Favontes @ Apple B Bing M~ B - = ®0 ~ Pagev Salety Toolsw

‘Soinct Lsnrs Groups

4 Nouser or group seleched

1
]

& 281cE087-LOUD0000 BH1 281 CE0BT.LAL00000

& 2E1c8D8t.Louninim BRI 281 CEDBT-LOU000001
& IB1CEOET-LOUBD0002 £R1 281 CEOBT-LGLI00002
& TRICARAT.L O mAnANY AR IR CRARTLALNANANT

Users [FPTI
Grtupa

Sepasala mulpes names with semicalons | chack names

Ok Cancel

12. For assigned roll, choose administrator then click OK. You may now login as that user in your
vSphere web client.
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13. Open the vSphere Client application, log in as the administrator account and right click the vCenter

name in the top left and Click Add Permissions.

E] versa-wienterpptlab.cisco.com - wSphere Client

File Edit View Inventory Administration Plug-ins

Help

g B ) Home P gH Inventory

b [F Hosts and Clusters

et E

=l [wersa-w b i
= [ Vers f Mew Folder Ctrl+F
= i Bl Mew Datacenter Ctrl+D
4 AddPermission... Ctrl+P
I Alarm »
g Openin Mew Window., Ctrl+Alt+N
Remaove
Fename
SimpliVity - Create Support Capture
[, Create a datacenter
14. Select Add.
15. Select the proper domain in the drop-down.
16. Highlight a user and click Add, then click OK.
B

Bl [ versa-vcenter pptlab.cisc [N anda
=

your enfries against the directory,

Select users and groups to include in this role. You can also manually enter names and use the

El

e

| Description / Ful Name |
SR1 2B 1CBOE7-LGU00001E

SR1 2B 1CBOB 7-LGU0000S5
MSExchApproval 1f054927-3be24..,

Search
A

B

Mote: Separate multiple names with semicolons,

OK

Cancel

Host

=]

e or more of the

lurrent object

ption

i

Cancel

WersaStack_DC_1 ! ;
= () VersaStack_Manag Getting @Asswgn Permissions
B 10.28.151.5 Select Users and Groups
[ 10.29.151.52 atis) To assign a permi a "
(0 New Template names and assign
B sq N Check Mames featire to validate
i veenter SEEE
& veenter-old Hosis & o X
O] [ UYsers and Groups omann: FPT
Theseusersand g
I according o the Users and Groups
Basic T |Show Users First |
[i4 Cre] Narme || [Name
& 2B1CBDB7-LGUOOONIE
& wM-SR4g
& umpzg
& 2B 10BDB7-LGBUO000SS
& SM_1a936e0504aad0%da
arT 1
Add
Users: Ipp‘r\l
Groups: |
Check Names
Help
] 1 »
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17. Change the Assigned Role to Administrator in the drop-down, and Click Ok. You may now |log off
as administrator and back in as that domain user in the vSphere Client.

) Assign Permissions I

To assign a permission to an individual or group of users, add their names to the Users and Groups list below. Then select one or more of the
names and assign a role,

Users and Groups Assigned Role

These Lsers and groups can interact with the current object Selectad users and groups can interact with the current object
according to the selected role, according to the chosen role and privieges.

MNarme Role Propag... Read-only ﬂ
& PPTAL Read-orly  Ves R.ead-onl -

Yirtual machine power user (sample)

Yirtual machine user (sample)

Resource pool administrator (sample)

Yitware Consolidated Backup user (sample)

Dratastore consumer (sampla)

Metwork administrator (sample) i
FLIE ALETTOTAT TEACET

[ Extension

- Folder

-0 Global

o = R

m

Descripiion:  Select a privilege to view its descripon

Add... Remove W Propagate to Child Objects

Help QK ‘ Cancel

|IBM Storwize V7000 File Module Configuration

The file modules are installed to leverage file level protocol in your VersaStack such as NFS and CIFS.
In this section we will be creating and NFS Datastores. This section is not used unless you purchased

the optional IBM Storwize V7000 file modules. The File Modules should be powered on before
proceeding.

Initialization of the IBM Storwize V7000 file modules
N

Note  You will need your IBM login account to download software.

1. Download the up2nas utility from IBM Fix Central.
a. Go to http://www-933.ibm.com/support/fixcentral/

b. Inproduct selector, enter "IBM Storwize V7000 Unified," select All releases and All platforms.
Click Continue.
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Fix Central

Fix Central provides fixes and updates for your system's software, hardware, and operating
systern. Mot looking for fixes or updates? Please visit Passport Advantage to download most
purchased software products, or My Entitled Systers Support to download system software.

For additional information, click on the following link.
W Getting started with Fix Central

Find product  Select product

Type the product name to access a list of product choices.

When using the keyboard to navigate the page, use the Tab or down arrow keys to navigate
the results list.

Product selector®
|B Storwize W7000 Unified

Release®
All v
Platform*
All v
Continue

c. Scroll down, and in the "Product Tools" section, click on StorageDisk-2073-ConversionUtility
d. Enter your system details and follow instructions to download the utility.

Note The required system information can be obtained by login in the IBM web client, and from the
monitoring icon in the left pane, click system details menu item, expanding your VersaStack
components tree, and click the cluster enclosure.

2. Use scp to copy the utility from a server to /upgrade of the V7000 control enclosure, using the
management | P address:

scp IBM2076 INSTALL up2nas_1.5.1.2 superuser@10.29.151.21:/upgrade/
superuser@10.29.151.21's password:
IBM2076 INSTALL up2nas 1.5.1.2 100% 12KB 12.3KB/s 00:00

3. SSH to the V7000 control enclosure using the management |P address, then use the CL1 to install
the utility:

applysoftware -file IBM2076 INSTALL up2nas 1.5.1.2
CMMVC6227I The package installed successfully.

4. Run stopemail

stopemail

5. UsetheCLI toruntheup2nas utility, which will check that the V7000 control enclosureis connected
to the file modules through direct fibrechannel connection:

up2nas
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Note

IBM Storwize V7000 File Module Configuration

#UP2NASO01I This is Version 1.5.1.2 of the upgrade to NAS checker utility
for adding IBM 2073 file modules to an existing IBM Storwize V7000 system
has _nas_key=no
code_level=7.3.0.9
email state=stopped

#UP2NASO003I The V7000 can see the file modules from the fibre channel ports

lssoftwareupgradestatus=inactive.
OK

#UP2NAS004I The V7000 is ready for the file modules to be added. #UP2NASOO0lA

Do you have the IP addresses that will be used for file module management ?

(y/n)

6. For the"Do you havethe IP addresses", typey. The address for the V7000 cluster should be shown.

OK

V7000 _SYSTEM IP = 10.29.151.21

SUBNET MASK = 255.255.255.0

GATEWAY IP = 10.29.151.1

#UP2NAS002A What is the management IP address for the V7000 Unified system

7. Enter the <<var_v7000_unified_management_IP>>, <<var_file_module 1 service ip>> and
<<var_file_module 2_service ip>> and wait for the tool to check the addresses are available

#UP2NAS002A What is the management IP address for the V7000 Unified system
10.29.151.31

MANAGEMENT IP = 10.29.151.31 subnet OK
#UP2NASOO3A What is the service IP address for file module 1
10.29.151.32

FILE MODULE 1 IP = 10.29.151.31 subnet OK
#UP2NAS004A What is the service IP address for file module 2
10.29.151.33

FILE MODULE 2 IP = 10.29.151.33 subnet OK

-~

-~

-

#UP2NASO07I Please wait while the network is checked to make sure that these

new IP addresses are not already being used.
MANAGEMENT IP=10.29.151.31 did not respond to ping
FILE MODULE 1 IP=10.29.151.32 did not respond to ping
FILE MODULE 2 IP=10.29.151.33 did not respond to ping
MANAGEMENT IP = 10.29.151.31 OK

#UP2NASO09A Is the blue Identify LED blinking on each of the file modules ?

(y/n)

8. Confirm the blue identify LED is blinking on both file modules - #3 on the picture below:

9. Typey and press Enter.

10. Locate the USB flash drive that came packaged with the file modules, then typey and hit enter.

If you do not have the USB that came with the system, please use a blank writable USB.
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#UP2NASO006A Do you have the USB flash drive that came with the file modules
?  (y/n)

Y
OK

enclosure=1
canister=1

11. Check therear of the V7000 control enclosure, and you should see the amber fault LED blinking on
the left-hand canister.

12. Follow theinstruction toinsert the USB flash driveinto a USB port on the canister with the blinking
amber LED,

13. Wait for the amber LED to stop blinking and go out. This will take up to 60 seconds, or
approximately 40 blinks. When the amber LED stops blinking, type y and hit enter.

#UP2NAS009I Put the USB flash drive into the control enclosure node canister
with the amber Fault LED blinking..

#UP2NASO007A The amber Fault LED should stop blinking about 14 blinks after
it is inserted

#UP2NASO007A But DO NOT remove the USB flash drive yet.

#UP2NASO07A Has the amber fault LED stopped blinking ? (y/n)

Y
OK

14. Remove the USB flash drive from the V7000 control enclosure
15. Follow the instruction to insert the USB flash drive into a USB port in the upper file module.

16. Wait for the blue identify LED on the upper file module to stop blinking, and go out. This can take
up to 3 minutes. The blue identify LED on the lower file module should continue to blink a further
3 or 4 times, then go out.

#UP2NAS010I (1) Put the USB flash drive into the upper file module.
#UP2NAS010I (2) Wait for the blue Identify LED on each of the file modules
go out or start blinking again.

17. With afew minutes after inserting the USB flash drive, you will be able to open a browser and
navigate to the file module management GUI using <<var_v7000_unified_management_|P>>,and
monitor the initialization progress. The process could take over 30 minutes.

Y g pr——— “Ee 4+ h O =

V7000 Unified System Initialization
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18. When initialization is complete, the management GUI login page will load. Login using the admin
account with password admin0001.

@ A TLIEN oy @ |0, seancn 8 4+ & O =

IBM® Storwize® V7000 Unified

-

Welcome

Welcome ta IBM Storwize V7000 Unified. This wizard guides you through the initial
configuration.

Learn More

» Mare Infarmation
@ View an e-Learning overview

Lenried Materad - Property of HIM Corp.© 10M Corporaton and other(s) 7014. 10M and Storwire e regatered.
the I3 Co States, s, or both.

[Fa

19. Review thelicense agreement, scroll to the bottom and click | agree and click Apply Next, then click
Close.

System Setup x
() License Agreement A
Read the license agreement carefully.
Exit System Setup . -
iLicense H IBM Notices _\ Java Notices  Non-IEM Licenses | IBM ASU License and Notice | Additional Licenses and Notices \
Jeone IBM Storwize V7000
Sylot ANBATES IBM Storwize V7000 File Module
International Program License Agreement
Verify Hardware ~

Part 1 - General Terms

BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON AN "ACCEPT" BUTTON, OR
OTHERWISE USING THE PROGRAM, LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF
YOU ARE ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT AND WARRANT
THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE TQ THESE TERMS. IF YOU DO NOT AGREE
TO THESE TERMS,

* DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN "ACCEPT" BUTTON, OR USE THE

N

|

20. Click Next on the Welcome screen.

21. Enter the <<var_filemodule_name>> for the system and re-enter, <<var_filemodule_name>> for
the NetBIOS name, and click the drop-down to select atimezone, click Apply Next . Wait afew
minutes for the tasks to complete, then click Close.
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System Setup

\¥ License Agreement

System Attributes

v) Welcome
v System name:
(») System Attributes VersaStackFM
Verify Hardware NetBIOS name:
VersaStackFM
Time Zone:

| TC-08:00 America/lLos_Angeles - Pacific Time

< Back [ Apply Next »

22. On the Verify Hardware screen, review the drive counts and click Finish.

System Setup

@ License Agreement Verify Hardware

() Welcome

Verify that all installed hardware has been detected by the system. [f an
enclosure is not displayed, ensure it has been cabled correctly and is
powered on. Click the image of the enclosure to view details or to run
necessary fix procedures

(¥ System Attributes

() Verify Hardware

Storage Found:

(45 drives) 558.41 GiB, Enterprise, 10000 rpm, io_grp0
(3 drives) 185.81 GiB, Flash, io_grp0

I1 ]I

o [i-o)
“ it

23. Click Close.
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Info X

@ System setup is complete.

24. Inthe What to do next? window, click NAS File Services.

What to do next? X

" NAS File Services

Service Support '_

Note: You can open the wizards from the management GUI if you
choose not to follow them now.

25. Click Next on the Welcome screen .

26. OntheNTPand DNS screen enter the<<var_global_ntp_server_ip>><<var_dns _domain_name>>
<<var_nameserver_ip>>, add any search domains and click Apply Next, then click Close.
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NAS File Services x

) Welcome NTP servers:

@ NTP and DNS

171.68.38.65 1 @E

Public Networks
DNS domain name:

Authentication [ppt.Iab.cisco.com

Access Control DNS servers:

10.29.130.112 BI=

DNS search domains:

ppt.lab.cisco.com Y=

"<Eack [ Apely Newt > | Gancel |

27. Click create Network to bring up the Network Screen.

28. On the Network screen, input values for your NFS network. <<var_unified_bond_ip_network>>
<<var_unified bond ip_Netmask>> <<var_nfs vlan id>> <<var_unified_bond ip_gateway>>
<<var_unified_bond_public_ip>>. The IP address field is the address of the subnet, example
172.17.72.0 and the Public Network IP isthe actual network 1P you will mount from vSphere,
example 172.17.72.41.

29. Select the 10gig card for the interface (ethX1).
30. Click OK, then click Close, then click Next.

Note Do not create any additional Networks at this point as we will delete this network and recreate it after
setup to enable LACP support.
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Create Network x

IP Address: Hetwork Mask:

|172.17.72.0 | | 255.255.255.0

VLAN ID:

(3172 =]

Default gateway:

[172.17.72.1 |

Public network IP pool: -

| 172.17.72.41 | @€

Additional gateways:

Subnet 1P Addic=secs
f I ] v

Interface:

[ eth®1 (10GhE} ~ |

o[ Cancel

“

31. Select the authentication method of Active Directory then click Next.

MAS Fila Servicas

O Welcome Authentication Method

@ NTP and DNS Select the user authentication method:

() Public Network &) Active Directory
ublic Networks

| LDAP

(@) Authentication
Active Directory
Kerberos | NIS (NFS clients only)

Samba primary demain controller (PDC)

| Local Authentication
1D Mapping

Netgroups for NFS

Access Control

ﬁ ﬁ "can‘:EI-

32. Input the Domain Controller IP, Domain Admin username and login. Do not include the domain
name when specifying the User ID. Click Next.
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MNAS File Services

() Welcome
(» NTP and DNS
(& Public Networks

(& Authentication
+ Active Directory

Kerberos
D Mapping
Metgroups for NES

Access Cortrol

Active Directory

Server:

| 10.29.130.112

User ID: Password:
(4 .

Use preferred domain controllers

'Domain controller

e

33. For the Kerberos screen accept the default and Click Next.

34. For ID Mapping Method accept the default of Master and click Next.
35. For the ID Mapping Role screen accept the default and click Next.

36. For the Automatic ID Mapping screen accept the default and click Next.

37. For the Netgroups for NFS screen accept the default and click Apply Next , then click Close.

NAS File Services

& Welcome

(& NTP and DNS

(@ Public Networks
(¥ Authentication

() ID Mapping

) Metgroups for NFS

Access Control

Netgroups for NFS
Use MIS server to search for netgroup for NFS clients

NIS demain:

Server map:

[NIS Domain

38. Select the primary Sharing Method as NFS and click Next.
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) Welcome

(2 NTP and DNS

& Public Networks
(2 Authentication

(2 ID Mapping

) Metgroups for NFS

(2 Access Control
Owmnership and ACL

IBM Storwize V7000 File Module Configuration

Select the primary sharing method. Depending on the selected share type, a default ACL termplate
will be proposed, This default termplate can be customized in the next panel or at any time later

CiFs NFS w3

39. Accept the default permissions as these can be changed later and click Finish. Click Close.

Info

@ Your system is now ready for file services.

40. Onthe "What to do Next?" screen, click Service Support.
41. Click Next on the Welcome Screen.

VersaStack for Data Center with Direct Attached Storage



Bl 1BM Storwize V7000 File Module Configuration

What to do next? X

., Service Supr}ort

Note: You can open the wizards from the management GUI if you
choose not to follow them now.

42. For the Service IP Port screen click Nex.t

43. On the Call home screen enter the <<var_mailhost_ip>>,<<var_org>>, <<var_email_contact>>
<<var_admin_phone>>.

Support Services X

Y Welcome The call home function enables the system to automatically notify IBM Support abou ~

the hardware configuration and status of the system. Using this information, 1BM
Support can contact the system administrator in case of any issues.

- .
@ Sexvice = St Do you want to set up call home?

(* Call Home @ Yes No

Email server IP address:
Company name: Contact email:
Contact phone number: Off-shift phone number:

[ .

IBM Support email address:

|callhome1@de.ibm.com

Allow automatic access to the Internet

Ea s

44. Click Finish then click Close.

45. Click Close again to complete awizard. This will initialize a reboot.
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The system is restarting in order to activate the new configuration

+= EFSSG0010I An operating system reboot was initiated by admin. 50%

* View more details

EFSSG0292W The node mgmt(02s5t001 was not 2:31 EM
restarted yet. Check later to see whether the A
action was successfully finished or not.

The task is 50% complete. 2:31 EM
Running command: =31 EM
initnode --node mgmt001st001 --reboot --cluster 2:31 BM
18151646033387816619

EFSSG1009W Rebooting the node might break the 2:31 BEM
gquorum configuration or cause loss of access

EFSSG0010I An operating system reboot was 2:31 EM v

initiated by admin.

Applying Settings

~
» After the settings are applied to the system, it is restarted. This process takes approximately 15 minutes to

>
E P complete. When the process completes, you are automatically redirected to log in again to begin managing
§ your system.
Starled: a few moments ago

Deleting and Re-creating Network Bondsthat are LACP Compliant and
MTU of 9000

In this section we will be deleting the default network bond created during the wizard and recreating it
as LACP compliant with the proper MTU size.

1. After the reboot login to the file module web console and click the bottom left icon for settings,
Network in the menu, then click NAS Public Networks.

VersaStack for Data Center with Direct Attached Storage



B 1BM Storwize V7000 File Module Configuration

Network admin (Administrator, Exp

Network

Networks for NAS Clients
". | Caonfigure the public network which external clients can use to reach the systemn. This includes all networks used to provide NAS
‘j INAS Public Networks services to external clients
\ + Create Network = Actions A Filter | [z
NAS Public Network e T —— ST
Interfaces
17.72.31/24 0.0.0.0/0:172.17.72.1 172.47.72.41

172.17.72 sk
@ @ Service IP Addresses
H @ iscsl
\_mm ] Fibre Channel
g Connectivity
Etharne’t Ports for Block
Storage

&‘E.

% «**EE

Q Runing Tasks (0)  —— S )

2. Right-click the interface and click delete, then Yes, then clcik Close.

Network

Network .
Networks for NAS Clients
Configure the public network which external clients can use fo reach the system. This includes all nebworks used to provide NAS
j NAS Public Networks services to external clients.

|'I' Create Network = i= Actions Filter |2

Gateways

NAS Public Network -
Interfaces
172.17.72.3)24-.0.0.0.0/0:472.17.72.1 172.17.72.41

Service IP Addresses Edit |

| lete

ISCsl eSS

} m®_ | Fibre Channel
Connectivity

IP Report

LA L L
@@@@@@

LT

Ethernet Ports for Block
Storage

3. Open aputty session and login to the | P address of the file module as admin with password of
admin0001.

4. Run "lsnwinterface -x" to seethe interfaces. Take note of the 10 gig bond interface.

[kd52x9w.ibm] § lsnwinterface -x

Node Interface MAC Master/Subordinate Bonding mode
Transmit hash policy Up/Down Speed IP-Addresses MTU

mgmt001st001 ethX0 e4:1f:13:d6:0d:88 MASTER active-backup (1)

UP 1000 1500
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mgmt001st001l ethXsl1l0 0 e4:1£:13:d6:0d:88 SUBORDINATE

UP 1000 1500

mgmt001st001l ethXsl0 1 e4:1£:13:d6:0d:88 SUBORDINATE

UP 1000 1500

mgmt001st001 ethX1 00:00:c9:bb:af:06 MASTER active-backup (1)
UP 10000 1500

mgmt001st001l ethXsll 0 00:00:c9:bb:af:06 SUBORDINATE

UP 10000 1500

mgmt001st001l ethXsll 1 00:00:c9:bb:af:06 SUBORDINATE

UP 10000 1500

mgmt002st001 ethX0 e4:1£:13:d5:£3:e0 MASTER active-backup (1)
UP 1000 1500

mgmt002st001 ethXsl0 0 e4:1£:13:d5:£3:e0 SUBORDINATE

UP 1000 1500

mgmt002st001 ethXsl0 1 e4:1£:13:d5:£3:e0 SUBORDINATE

UP 1000 1500

mgmt002st001 ethX1 00:00:c9:bb:ae:ce MASTER active-backup (1)
UP 10000 1500

mgmt002st001 ethXsll 0 00:00:c9:bb:ae:ce SUBORDINATE

UP 10000 1500

mgmt002st001 ethXsll 1 00:00:c9:bb:ae:ce SUBORDINATE

UP 10000 1500

EFSSG1000I The command completed successfully.

5. Remove the 10 gig bond. In this example, run "rmnwbond mgmt001st001 ethX1" to remove the

network bond on file module 1.

[kd52x9w.ibm] § rmnwbond mgmt001st001 ethX1l
EFSSG1000I The command completed successfully.

6. Run"lsnwinterface -x " to view the interfaces and note on file module node 1, which interfaces are

10gig. (in this example ethO and ethl are 10 gig)

[kd52x9w.ibm] $ lsnwinterface -x

Node Interface MAC Master/Subordinate Bonding mode
Transmit hash policy Up/Down Speed IP-Addresses MTU

mgmt001st001 ethO 00:00:c9:bb:af:06

UP 10000 1500

mgmt001st001 ethl 00:00:c9:bb:af:08

UP 10000 1500

mgmt001st001 ethX0 e4:1£f:13:d6:0d:88 MASTER active-backup (1)
UP 1000 1500

mgmt001st001 ethXs1l0 0 e4:1f:13:d6:0d:88 SUBORDINATE

UP 1000 1500

mgmt001st001l ethXsl0 1 e4:1£:13:d6:0d:88 SUBORDINATE

UP 1000 1500

mgmt002st001 ethX0 e4:1£f:13:d5:£3:e0 MASTER active-backup (1)
UP 1000 1500

mgmt002st001 ethXsl0 0 e4:1f:13:d5:£3:e0 SUBORDINATE

UP 1000 1500

mgmt002st001 ethXsl0 1 e4:1£:13:d5:£3:e0 SUBORDINATE

UP 1000 1500

mgmt002st001 ethX1 00:00:c9:bb:ae:ce MASTER active-backup (1)
UP 10000 1500

mgmt002st001 ethXsll 0 00:00:c9:bb:ae:ce SUBORDINATE

UP 10000 1500

mgmt002st001 ethXsll 1 00:00:c9:bb:ae:ce SUBORDINATE

UP 10000 1500

EFSSG1000I The command completed successfully.
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7. Run the mknwbond command with the correct parameters to make a new bond with the 2 x 10 gig
interfaces on file module node 1. The -mode 4 switch will enable LACP on the bond to allow the
virtual port channels on the Cisco switch.

"mknwbond mgmt001st001 eth0O,ethl --mode 4 --mtu 9000"

[kd52x9w.ibm] § mknwbond mgmt001st001 ethO,ethl --mode 4 --mtu 9000
EFSSG0577W Warning: creating a bond with mode 802.3ad (4) might require
additional switch configuration work to access the network.

EFSSG0089I Network bond ethX1l successfully created.

EFSSG1000I The command completed successfully.

8. Run"Isnwinterface -x " to view the new bond. Note that it is 20 gig and 802.3ad

[kd52x9w.ibm] $ lsnwinterface -x

Node Interface MAC Master/Subordinate Bonding mode
Transmit hash policy Up/Down Speed IP-Addresses MTU

mgmt001st001 ethX0 e4:1£:13:d6:0d:88 MASTER active-backup (1)
UP 1000 1500

mgmt001st001 ethXs1l0 0 e4:1£:13:d6:0d:88 SUBORDINATE

UP 1000 1500

mgmt001st001l ethXsl0 1 e4:1£:13:d6:0d:88 SUBORDINATE

UP 1000 1500

mgmt001st001 ethX1l 00:00:c9:bb:af:06 MASTER 802.3ad (4)
layer3+4 UP 20000 9000

mgmt001st001l ethXsll 0 00:00:c9:bb:af:06 SUBORDINATE

UP 10000 9000

mgmt001st001l ethXsll 1 00:00:c9:bb:af:06 SUBORDINATE

UP 10000 9000

mgmt002st001 ethX0 e4:1f:13:d5:£3:e0 MASTER active-backup (1)
UP 1000 1500

mgmt002st001 ethXsl0 0 e4:1£:13:d5:£3:e0 SUBORDINATE

UP 1000 1500

mgmt002st001 ethXsl0 1 e4:1£:13:d5:£3:e0 SUBORDINATE

UP 1000 1500

mgmt002st001 ethX1 00:00:c9:bb:ae:ce MASTER active-backup (1)
UP 10000 1500

mgmt002st001 ethXsll 0 00:00:c9:bb:ae:ce SUBORDINATE

UP 10000 1500

mgmt002st001 ethXsll 1 00:00:c9:bb:ae:ce SUBORDINATE

UP 10000 1500

EFSSG1000I The command completed successfully.

9. Remove the bond from file module 2 "rmnwbond mgmt002st001 ethX1".

[kd52x9w.ibm] § rmnwbond mgmt002st001 ethX1l

EFSSG1000I The command completed successfully.

10. Runthe"lsnwinterface-x" command and take note of the available 10gig interfaces for file module
2.

[kd52x9w.ibm] § lsnwinterface -x

Node Interface MAC Master/Subordinate Bonding mode
Transmit hash policy Up/Down Speed IP-Addresses MTU

mgmt001st001 ethX0 e4:1£f:13:d6:0d:88 MASTER active-backup (1)

UP 1000 1500

mgmt001st001l ethXsl0 0 e4:1£:13:d6:0d:88 SUBORDINATE

UP 1000 1500
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mgmt001st001l ethXsl0 1 e4:1£:13:d6:0d:88 SUBORDINATE

UP 1000 1500

mgmt001st001 ethX1l 00:00:c9:bb:af:06 MASTER 802.3ad (4)
layer3+4 UP 20000 9000

mgmt001st001l ethXsll 0 00:00:c9:bb:af:06 SUBORDINATE

UP 10000 9000

mgmt001st001l ethXsll 1 00:00:c9:bb:af:06 SUBORDINATE

UP 10000 9000

mgmt002st001 ethO 00:00:c9:bb:ae:ce

UP 10000 1500

mgmt002st001 ethl 00:00:c9:bb:ae:d0

UP 10000 1500

mgmt002st001 ethX0 e4:1£f:13:d5:£3:e0 MASTER active-backup (1)
UP 1000 1500

mgmt002st001 ethXsl0 0 e4:1£:13:d5:£3:e0 SUBORDINATE

UP 1000 1500

mgmt002st001 ethXsl0 1 e4:1£:13:d5:£3:e0 SUBORDINATE

UP 1000 1500

EFSSG1000I The command completed successfully.

11. Create a bond on file module node 2 with the available interfaces. "mknwbond mgmt002st001
ethO,ethl --mode 4 --mtu 9000"

[kd52x9w.ibm] § mknwbond mgmt002st001 ethO,ethl --mode 4 --mtu 9000
EFSSG0577W Warning: creating a bond with mode 802.3ad (4) might require
additional switch configuration work to access the network.

EFSSG0089I Network bond ethXl successfully created.

12. Re-create the NAS Public Network clicking opening the file module management console by
clicking the Settingsintheleft tab, click Network in the menu, and clicking NAS Public Networks.

13. Click Create Network.
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Metwork

Networks for NAS Clients

4 y Configure the public netwarlcwhich external clients can use to reacl
ﬁ-- NAS Public Networks clients.
)
| 4 Create Network | = Actions | . Filter | [&]

NAS Public Network S—— . T
Interfaces W SNy

07

®

Service IP Addresses

) 0|

v
i..%

iSCsl

_@®-| Fibre Channel
Connectivity

/

IP Report

.

I

Ethernet Ports for Block
Storage

@®:E%@¢ﬁi
G »

14. On the Network screen, input <<var_unified_bond_ip_network>> <<var_ unified
_bond_ip_Netmask>> <<var_nfs_vlan_id>> <<var_unified_bond_ip_gateway>>
<<var_unified_bond_public_ip>> Select the 20 gig network for the interface. The IP address field
is the address of the subnet, example 172.17.72.0 and the Public Network are the actual network
IPs you will mount from vSphere, example 172.17.72.41. Click OK.

15. Click Close.
16. Repeat this process to create any additional required networks.
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Create Network X
IP Address: Network Mask:

17217.72.0 2552552550
YLAN 1D:

72

Default gateway:

172.47.72.1

Public network IP pool: Additional gateways:

172.17.72.41 ~r) (= P

Interface:

j-Not attached .

| Not attached

ethX0 (1GBE) —©or -‘ cel |
eth¥1 (20GhE)

Configuring the Cisco Nexus Switch Networking

In this section we will be creating and configuring the port Channels on the switch for the File modul es.
Port Channels will be created. Port Channel 11 will be for the V7000 File Module A and Port channel
12 will be used for the File Module B.

Cisco Nexus 9000 A

1. Open a putty session to the Cisco Nexus 9000 Switch A.
2. Define adescription for the port-channel connecting to <<var_filemodule_name>>-A.

config -t
interface Poll
description <<var filemodule name>>-A

3. Makethe port-channel aswitchport, and configure atrunk to allow in-band management, NFS, VM,
and the native VLANS.

switchport
switchport mode trunk
switchport trunk native vlan <<var native vlan id>>
switchport trunk allowed vlan <<var ib-mgmt vlan id>>, <<var nfs vlan id>>,
< <var vmotion vlan id>>, <<var vm traffic vlan id>>,
4. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

5. Set the MTU to be 9216 to support jumbo frames.
mtu 9216
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6. Make thisaVPC port-channel and bring it up.

vpc 11
no shutdown

7. Define a port description for the interface <<var_filemodule_name>> -A.

interface Ethl/1
description <<var filemodule name>>-A
8. Apply it to aport channel and bring up the interface.

channel-group 11 force mode active
no shutdown
9. Define adescription for the port-channel connecting to <<var_filemodule_name>>-B

interface Pol2
description <<var filemodule name>>-B

10. Make the port-channel a switchport, and configure atrunk to allow InBand management, NFS, VM
and also the native VLAN.

switchport

switchport mode trunk

switchport trunk native vlan <<var native vlan id>>

switchport trunk allowed vlan <<var ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var_vmotion vlan id>>, <<var vm traffic vlan id>>,

11. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

12. Set the MTU to be 9216 to support jumbo frames.
mtu 9216

13. Make this a VPC port-channel and bring it up.

vpc 12
no shutdown
14. Define a port description for the interface <<var_filemodule_name>>-B
interface Ethl/2
description <<var filemodule name>>-B
15. Apply it to a port channel and bring up the interface.

channel-group 12 force mode active
no shutdown
copy run start

Cisco Nexus 9000 B

1. Open a putty session to the Cisco Nexus 9000 Switch B.
2. Define a description for the port-channel connecting to <<var_filemodule_name>>-B.
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config -t
interface Pol2
description <<var filemodule name>>-B

Make the port-channel aswitchport, and configure atrunk to allow in-band management, NFS, VM,
and the native VLANSs.

switchport

switchport mode trunk

switchport trunk native vlan <<var_ native_ vlan id>>

switchport trunk allowed vlan <<var_ ib-mgmt vlan id>>, <<var nfs_vlan id>>,
< <var vmotion vlan id>>, <<var vm traffic vlan id>>,

Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

Set the MTU to be 9216 to support jumbo frames.

mtu 9216
Make this a VPC port-channel and bring it up.

vpe 12
no shutdown

Define a port description for the interface <<var_filemodule_name>>-B

interface Ethl/1
description <<var filemodule name>>-B

Apply it to a port channel and bring up the interface.

channel-group 12 force mode active
no shutdown

Define a description for the port-channel connecting to <<var_filemodule_name>>-A
interface Poll

description <<var filemodule name>>-A

Make the port-channel a switchport, and configure atrunk to allow InBand management, NFS, VM
and also the native VLAN.

switchport

switchport mode trunk

switchport trunk native vlan <<var native vlan id>>

switchport trunk allowed vlan <<var ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var vmotion vlan id>>, <<var vm traffic vlan id>>,

Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

Set the MTU to be 9216 to support jumbo frames.

mtu 9216
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13. Make this a VPC port-channel and bring it up.

vpe 11
no shutdown

14. Define a port description for the interface <<var_filemodule_name>>-A

interface Ethl/2

description <<var_filemodule_name>>-A

15. Apply it to a port channel and bring up the interface.

channel-group 11 force mode active

no shutdown
copy run start

Creating a NAS Datastore and Export

1. Open the Storwize File Module management console and select Files in the left Menu, then File
Systems.

File Systems
| Create File System

-

Single Pool

4 Create File System

File system name:
*
Ovmer:

root

File system pool name:
system

Select a storage pool:

R OSe W |

Compressed Migration-ILA7

Owning group:

root

Custorn

11k

CelHitead

| - Fiiter | &
| Name Staty £
| mdiskgrp0 ¥ Online 3 2008 TIB 20.35 TiB
o o r
= — — -— — - — ————————

Click Create File Systems.

N

3. Leave Single Pool selected input the values for your Datastore name
<<var_unified_datastore_name>>, then scroll down to the bottom to input the size of your NFS

datastore.
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Ereats Flle System 3

Y W

Single Pool Compressed Ihigration-iLAd Custom

File system pool name:
system
Select a storage pool:
&, Fiter | B

Showing 1 pool | Sekecting 1 poo)

A Status iFreeCapac... Capacity

Review the configuration before saving the file system:

File system name: VYM-Hest-Infra-2
system, 500.00 GiB
Pools: +500.00 GIB(T velumes)

from storage pool mdiskgrp@
Replication policy: MNothing

Maximum numb%ﬂfinodes of 10,000,000
the root file set:

5. Click Close when the operation compl etes.
6. Click the Filesicon in the left menu bar and then click Shares.
7. Click Create Share.
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Custom

[~
J

Owning group:

v ey

Add NFS client. Reorder the clients as needed.

+ Create HFS client | i Actions | Showing 0 tems | Seiscted 0 items
["Hame or IP Addiess || Access Type Root Squashing | Port Security | Security Type

n Mo items found

Cancel

8. Click NFSfor Share typein the center of the screen then click browse to select the directory, then
click OK.
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sreate Share Browse X

10.
11

12.
13.
14.
15.
16.

17.
18.
19.
20.

o —

5 Create Directory

= ‘ﬂ-‘l—Hlﬁt—!nﬁa-Z

Path;
3 8

Shara name:

| *

Owner;

: b

Add NFS client. |
[ # Create NFS ¢

Path:
libmAM-Hest-Infra-2 b

| Ea J

i

Enter the share name, and if required edit the owner and owning group.
Click Create NFS clien.t

Input the NFS-VIan VMkernel 1P for Host ESX host 1, <<var_nfs vlan id_ip_host-01>> for the
Name or | P address.

Change the Access Type to Read/Write.
Change the Root squashing to No Root Squash.
Click Add.

Click Create NFS client.

Input the NFS-VIan VMKkernel 1P for Host ESX host 2 <<var_nfs vlan_id_ip_host-02>>for the IP
address.

Change the Access Type to Read/Write.

Change the Root squashing to No Root Squash.

Click Add.

Repeat Create NFS client for any additional ESX hosts.
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Add NFS Client X

Mame or IP address: | 172.17.72.51

Access type: ReadNrite
Root squashing: Mo Root Sguash
Security type: System (sys)

Anonymous UID:
Anonymous GID:

Port security: Secure

21. Click OK to create the share. Click Close.

Mounting the NAS Datastore on ESX

1. OpenthevSphere Client and select inventory, hosts and clusters and select host 1, VM-Host-infra-1.
2. Click the Configuration tab, then Storage from the Hardware menu
3. Click Add Storage.
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Qwrsh-vunur.p’ptlnb.ds:uom - viphere Client

&1

File Edit Wiew [nventory Admimstrabion Plugans Help
B B & Home 2 m
& ¢ 3N

H [ versa-veenter pptlab, csc

ery PR Hosts and Custers

Permissions Sthoragy Views:. . Hirdware Stalus

Refrach Delete  Ads 3R
i veenter Srahe Dievice Crtva Typa ‘Capacity Free | Type Last Update | Merm Actions =]
& WIXILUI okl & Mormal  1BM Fbre Channd Dk (... Non-SED J250G  3155G WMPSS  1/15/80156:55:30., Enabied c
& g;‘;}m‘r‘;" @ Morma  IBM Fbre Chamel Dik (.. Mon-SD %3.75G D5.23G VMFSS  1/15/20156:55:30., nabled o
- wEm 2 sevonc & Normad  1BM Fbre Channel Disk: (. Mon-SS0 AFATEG MTEIG VMFES  115/20156:55:30. Frabled o

Revent Tasks Hame Tamet nr Sistus rontaing: =

4. Select Network File System and click Next.

£ Add Storage

Select Storage Type
Specify if you want to format a new volume or Lse a shared folder over the network.

Bl NAS [~Storage Type
Metwork Fle System
Ready to Complete © Disk /LUN

Create a datastore on a Flbre Channel, ISCS], or local SCSI disk, or mount an existing YMFS vaolume.

& Network File System
Choose this option if you want to create a Network File System.

Help < Back | Mext > | Cancel |

4 !

5. Input <<var_unified bond_public_ip>>for the server name, the share path for the folder, and
<<var_unified_datastore_name>> for Datastore Name.

6. Click Next, then click Finish.
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S

Note

You can list NFS share paths by opening a putty session to the file module management IP and typing
in the command. "lsexport".

@Add Storage

Locate Network File System
which shared folder will be used as a vSphere datastore?

B NAS

MAS ~Properties
MNetwork File System
Ready to Complete Server [172.17.72.41
Examples: nas, nas.it.com, 192.168.0.1 or FEB0:0:0:0: 2AA:FF FESA 4CAZ
Folder  [fomp-Host-Infra-2
Example: fvolsfvaldfdatastore-001
™ B int KES readt anke
A If a datastore alreachy exists In the datacenter for this NFS share and youl intend to configure the same datastore on new
hosts, make sure that vou enter the same input data (Server and Folder) that you used for the original datastore.
Different input data would mean different datastores ewen if the underlying MNFS storage is the same.
Datastore Mame
Wi-Host-Infra-2
< [T | »

Help < Back | Mext > I Cancel |

4

Select ESX Node 2, VM-Host-infra-2, click the Configuration tab, and then click Storage in the
Hardware menu.

8. Click Add Storage.
9. Select Network File System and click Next.

(&) versa-vcenter pptiab.cisce.com - vSphere Chiant — |0 =
File Edit View [nwventory Administration Plug-ins Help

B B |8 mme

bl Irreentory #1800 Hosts and Chusters

" Ferimissons
Datastores Refresh De ..., Rescan Al,
St e DeType | Capaaty Frow | Type | Lant Update = Storage o ¢
© Mormd  1BM Fbre CharnalDek (.. Non-SSD 350G 31556 VMFSS  L/15/2005 T:00:52. Encbled Cisabled
B verh® D & Normad 1B Fbre Charmel Ok (. Non-STD ¥9.75G B5.23G VMPSS  1/15/2015 7:0%:5%. Erubled Critied
& vem2 secondir © Normd  TBM Fbrs ChamnelDek . NonSD 473756 14TERG VWSS 1/15/2015 T:03:5%. Ensbled Deatied

Datastore Details
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(2 Add Storage Eﬂ@

Locate Network File System
‘which shared folder will be used as a vSphere datastore?

Bl NAS Properties
MNetwork File System
Ready to Complete Server  [172,17.72.41

Examples: nas, nas.it.com, 192,168.0.1 or FEB0:0:0:0:2AA:FF :FEQA 1 4CA2

Folder  [fbmvi-HostInfra-2
Example: fvolsfvold/datastore-001
I~ Mo nk NFS: read Ak

A4 If adatastore aready exists in the datacenter for this MNFS share and you intend to configure the same datastore on new
hosts, make sure that you enter the same input data (Server and Folder) that you used for the arigingl datastore.
Different input data would mean different datastores even if the underlying NFS storage is the same.

Datastore Mame

[#t-HostInfra-2

4 1 3

Help < Back | Mext = I Cancel

Note It isrecommended that you also create and map a separate Swap file Datastore for VM's.

Note  Optionally, you can use vMotion to migrate servers from you VMFS datastores to your NAS datastores.

Set Up the Optional Cisco Nexus 1000V Switch using Cisco
Switch Update M anager

Cisco Nexus 1000V

The Cisco Nexus 1000V is adistributed virtual switch solution that is fully integrated within the
VMware virtual infrastructure, including VMware vCenter, for the virtualization administrator. This
solution offloads the configuration of the virtual switch and port groups to the network administrator to
enforce a consistent data center network policy. The Cisco Nexus 1000V is compatible with any
upstream physical access layer switch that is compliant with Ethernet standard, Cisco Nexus switches,
and switches from other network vendors. The Cisco Nexus 1000V is compatible with any server
hardware that is listed in the VMware Hardware Compatibility List (HCL).

The Cisco Nexus 1000V has the following components:

» Virtual Supervisor Module (VSM)-The control plane of the switch and a VM that runs Cisco
NX-OS.
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« Virtual Ethernet Module (VEM)-A virtual line card that is embedded in each VMware vSphere
(ESXi) host.

The VEM ispartly inside the kernel of the hypervisor and partly in auser-world process, called the VEM
Agent.

Figure7 Cisco Nexus 1000V Architecture

Cisco Nexus 1000V Architecture
Mebwork leam manages virtual & physical Nelworks

L]
] ey ":::“"" '
in
S
. .
g e i
e r

=,
EHL 0 Lt

Layer 3 control mode is the preferred method of communication between the VSM and the VEMs. In
Layer 3 control mode, the VEMs can be in a different subnet than the VSM and from each other. Active
and standby VSM control ports should be Layer 2 adjacent. These ports are used to communicate the
HA protocol between the active and standby VSMs. Each VEM needs a designated VMkernel NIC
interface that is attached to the VEM that communicates with the VSM. This interface, which is called
the Layer 3 Control vmknic, must have a system port profile applied to it (see System Port Profiles and
System VLANS), so the VEM can enable it before contacting the V SM.

I nstallation Steps

To create management network redundancy prior to the migration, we will create atemporary VMkernel
for each ESX host.

ESXi Host VM-Host-Infra-01 (Repeat the stepsin thissection for all the ESXi Hosts)

From each vSphere Client, select the host in the inventory.

Click the Configuration tab.

Click Networking in the Hardware then Properties for vSwitchO.
Click Add.

Select VMkernel and click Next.

Change the network label to VMkernel-MGMT-2 and enter <<var_ib-mgmt_vlan_id>> in the
VLAN ID (Optional) field.

© 0 > W N P
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7. Select Use this port for management traffic.
8. Click Next to continue with the VMkernel creation.

9. Enter the IP address <<var_vmhost_infra_01_2nd_ip>> and the subnet mask for the VLAN
interface for VM-Host-1nfra-01.

10. Click Next to continue with the VMkernel creation.
11. Click Finish to finalize the creation of the new VMkernel interface.

Deploy the OVF Template for the N1kv Virtual Switch Update M anager

1. Loginand Download the N1kv installation software from www.cisco.com.

Products & Services Support How to Buy Training & Events

Download Soﬁwa re % Download Cart (0items) 4] Feedback

Downloads Home > Products > Switches * Virtual Networking > Nexus 1000V Switch for Vidware vSphere > Nexus 1000V Switch >
Virtual Switch Update Manager (VSUM)-1.1

Nexus 1000V Switch

I B | . At 8
& Release 1.1 =
Expand All | Collapse Al & aa
- Latest File Information Release Date ~ Size
w All Releases Virtual Switch Update Manager 13-NOV-2014 3420 69 MB ‘ Download |
1 Nexus1000v-ysum. 1.1-pkg.zip S ——
| Addtocart |
| Publish |

2. Unzip the package.
3. From the vSphere client, Click File, Deploy OVF Template and browse to the unzipped ova file.
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@ Deploy O¥F Template =] E3

Source
Select the source location,

Source

OWF Template Details

Marme and Location

Storage

Disk. Format

Ready ta Complete Deploy Fram a file or URL

IZ:'I,ciscn_lDDDv'l,NexusIDDDv—vsum. 1.1\ Mexus1000y-vsum, 1 j Browse. .. I

Enter a URL to download and install the ©WF package From the Internet, or
specify a location accessible from wour computer, such as a local hard drive, a
network share, or a CO/DYD drive.

Help | = Back, Mext = Cancel

B

Click next, then click Next.

Review the license agreement. Click Next.

Click Next on the Name and L ocation screen.

Select VersaStack_Management as the Host / Cluster and click Next.
Select VM-Host-Infra-1 as the Datastore and click Next.

© ®©® N o 0 M

Choose a disk format and click Next.

10. For Network Mapping make sure you have Management Mapped to the IB-Mgmt Network and click
Next.
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Network Mapping

Set Up the Optional Cisco Nexus 1000V Switch using Cisco Switch Update M anager

iy m|

What networks should the deploved template use?

K

Source

OWE Template Details

End User License Agreement
Mame and Location

Hosk § Clusker

Storage

Disk. Format
Network Mapping
Properties

Ready to Complete

Map the networks used in this OYF kemplate to networks in your inventary

Source Metwarks | Destination MNetwarks |

Management: |1B-racT

Description:

provides connectivity (http(s)fsshfscp) to the Cisco Virtual Switch Update Manager. ;l

Help |

11.

12.

13.

< Back. | Mt = I Zancel

On the properties Screen for Network properties input <<var_vsm_updatemgr_mgmt_ip>>
<<var_vsm_mgmt_mask>> <<var_vsm_mgmt_gateway>> <<var_nameserver_ip>> .

For the vCenter properties portion, enter the vCenter |1P address and login information. For
Username accounts, use the Admistrator@vSphere.local 1ogin format and do not use
domainname\user account format.

Accept default ports and click Next

VersaStack for Data Center with Direct Attached Storage
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188

&>l Deploy OY¥F Template

Properties
Zustomize the software solution for this deplovment,

=] B3

Source
OYF Template Details DTS SETYET £ ;l
End User License Agreement Secondary DMS Server IP {e.q. 10.10,10,10%, Optional,

Mame and Location
Huost | Clusker
Starage

Disk. Formak
Metwark Mapping
Properties
Ready bo Complete

vCenter Properties

IP Address or FQDN (Fully Qualified Domain Name)

The IP address or FQDN (e.q. Foo.example. com) of the wCenter to register with,

|1n.29.151.102

Username
wiZenker username, User must be able to manage extensions,

Iadministratnr@vsphere Jocal

Password
Password for the above usernamme.

Enker passwaord I********

Confirm password I********

HTTP Cleartext Port
Meeded For tunneled secure communication,

|3|:|

HTTPS Port

[443

-

Help | < Back

| Mext = I

Zancel

4

14. Review the summary screen.
15. Click Finish.
16. After the VM is created. Power on the virtual machine.
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@ Deploy O¥F Template =] B3

Ready to Complete
Are these the oplions you wank to use?

?#rc;mmate Dietails Whien vwou click Finish, the deployment kask will be started.
End User License Aqreement Deplovinent setkings:
Hame and Location OV File: Z:hcisco_1000viMesxus 1000v-wsurm, 1. 1ynewiMexus 1000v-,..
Hast / Cluster Download size: 3.0 66
f;:#&fmat Size on disk: 50.0 GB
Mebwork Maooin Mame: Wirtual Switch Update Manager
Properties Folder: Wersastack D _1
Ready to Complete Host/Clusker: Wersastack_Management
Dakastore: Wh-Hosk-Infra-1
Disk. provisioning: Thick. Praovision Lazy Zeroed
MNetwark Mapping: "Management” to "TE-MGMT"
IP Allocation: Fixed, IPvd
Property: Ipwdaddress = 10,29.151.30
Property: Ipwdhletmask = 255,255,255.0
Property: Ipv4Gateway = 10.29,151.1
Property: DnsServerl =10,29,130.112
Property: DnsServers? =
Property: VeenkerIPY4Address = 10.29,151.102
Property: WeenkerUsername = administrator@ysphere, local
Property: vienterHtkpPork = 50
Property: vienterHtkpsPart = 443
¥ Power on after deployment

Help | < Back | Firish I Zancel

4

17. After the VM bootsin afew minute the Pluginisregistered. Validate the plugin in the vSphere client
by clicking Plug-ins from the top menu of the vSphere client, then Manage plug-ins, and look under
Available Plug-ins.

Staws Ui 1 usLs e
monitoring)
Available Plug-ins
& Cisco Mexus 1000 Ma... Cisco Syste.. 1.1 Mo clientside... Cisco Mexus 1000V
Management System

Help

VersaStack for Data Center with Direct Attached Storage



M Set Up the Optional Cisco Nexus 1000V Switch using Cisco Switch Update M anager

Install the VSM Through the Cisco Virtual Switch Update M anager
N

Note  On the machine where you will run the browser for the VMware vSphere Web Client, you should have
installed Adobe Flash as well the Client Integration plugin for the vSphere web client. The plug-in can
be downloaded from the lower left corner of the web client login page.

1. LaunchthevSphere Web client interface https://<<Vshpere host_ip>>:9443/vsphere-client and log
in.

2. Select the home tab and click Cisco Virtual Switch Update Manager.

vmware" vSphere Web Client #® &

T [v] 5 x| £} Home
f Home Getting Started | Home | ~ [¢] Recent Task
[ wCenter »| Imventories “ an | Running
[/ Rules and Profiles >
ijenterOrchestrator ? ;ﬂJ U__“ ..TJ—| ﬂ
&% Administration > wCenter Hosts and YMs and Storage
Clusters Templates
[#] Tasks
|15 Log Browser
\ [=. = [ ]
[T Events ‘\ ) % N
. ) (@)
& Taus Metwarking wCloud Hyhrid vCentar CiscaoVirtual
- Service Orchestrator Switch Update ~; . :
@, New Search Y i T Cisco virtual SW|tch'Update Manager
[ 5aved Searches bl | = 7 Work In Prog
T —_ = |
|
2 = s 5
Task Console Event Consale Hast Profiles Wi Storage
Policies
= 7 hlarms
|I_._ "h | Al | MNew(
ﬁlﬁ n yCantar A versa-veenter pg
m ‘ ﬁﬁﬁ imwmwéﬂé St -E Health status rm
i hiananer Mananer |

3. Click the Nexus 1000V button then click install.

VersaStack for Data Center with Direct Attached Storage
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g’\rSphere Web Client - Internet Explorer
@: L IE https:iflocalhost:9443fvsphere-client/#extensionId=com.c pj @ Certificate error |3 E v5phere Web Client x |

vmware® vSphere Web Client ft & U | Administrator
History E| X Cisco Virtual Switch Update Manager
@} Home
() vCenter 5| Getting Started
LE Rules and Profiles > This is your portal to Install, Add Hosts, Maonitar and Upgrade 1) Ch ilable Datacent
) : oo0se an available Datacenter

J e G e > the Cisco Mexus 1000%. The CISC.D WELIM glsq allows you to

Add and Upgrade Hosts on the Cisco Application Yirttual o
&2 Administration y  Switch. VersaStack_DC_1
[2] Tasks Basic Tasks
|5 Log Browser
[T Events | BvS Hexus1000v |
< Tags Install
@, Mew Search =] Configure
[ 5aved Searches ® Dashboard

& Information

Help

Install a new Cizco Mexus 10004 switch. Choose an available datacenter
toinstall & new Switch.

4. Click the VersaStack datacenter in the right screen.
5. Keep the default for deploy new VSM and High Availability Pair.
6. Select IB-Mgmt for the Control and Management VLAN.
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VersaStack DC 1 Actions =

i
4

Getting Started  Summary  Monitar | Manage | Related Objects

|' Alarm Definitions ‘ Tads | Fermissions | Metwork Protocal Profiles | Scheduled Tasks | Cisco NexustDVInstaller]

£ Nexus1000v Switch Deployment Process e =

(o) Iweant to deploy new contral plane (4Sh
[l already have a control plane {¢Shi) deployed

£ Nexus1000V Switch Deployment Type 71

Nexus 1000V Switch Deployment Type ()
— %
(=) High Availahility Pair

VSM Version | 5.2(1)8V3(1.2) |~ |#
Choose a Port Group | IB-MGMT | ~ | Control VLAN +
| IB-MGMT | » | Management VLAN &

7. For the Host Selection, click the Suggest button and choose the Datastores.

& Host Selection 71
Suggest | Pick a Host |
Host 1 Host 2
IP Address  |10.29.151.51 |+ IP Address  [10.29.151.52 |+
Datastore [ vM-HostInfra-1 | |+ Datastore [ vM-HostInfra-1 | » |+
Resource Pool | - |' | Resource Pool | - |'|
Folder name | ) |~ | Folder name | ) |~ |
8. Enter adomain ID for the Switch Configuration section.
& Switch Configuration o=

Domain ID: 21 o

Deployment Type: (=) Management IP Address
() Control IP Address
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9. Enter the following information for the VSM configuration <<var_vsm_hostname>>
<<var_vsm_mgmt_ip>>, <<var_vsm_mgmt_mask>> <<var_vsm_mgmt_gateway>>
<<var_password>>.

10. Click Finish.

Note  You can launch a second V Sphere Client to help monitor the progress by clicking tasks in the left pane
on the home screen. The process will take a few minutes to complete.

& Virtual Supervisor Module (WSM) configuration @ =

Switch Name

|

*

IP Address 10.29.151.162 *
Subnet Mask 255,255,255.0 #
Gateway Address 10.29.151.1 %

Default Port Profiles: [ ]

Username acimin

| Finish || Reset

vmware" vSphere Web Client U | Admir

IZ, o X . [] Task Console

2} Home E i -]
E vconter N TaskMame Target Status Initiator
= Power On virtual machine S0 vsm_prima v Completed corn.ciscontky
5/ Rules and Profiles > Ij_h i, i
. Deploy O%F template & wsm_secondary v Completed com.cisco.nt ky
) vCenter Orchestrator > =
Cieplay OWF termplate & wem_primary v Completed cam.ciscon by
& Administration > Create Mexus 1000 Switch YersaStack_DC_1 —— com.cisco.nt k
Initiate guest 05 shutdown gh sal v Completed FPT1
[ Log Browser Poweer Off virtual machine [ virtual Switch Upda... v Completed PRI A
4 i *
E S H 36 items Mgt
< Tags
Power On virtual machine
&, New Search >
E S Senithes 5 Status: & Cormpleted

Initiator:  com.cisco.nt ky
Target: & VvSIm_primary
Server:  versa-vcenter.pptlab.cisco.com

Perform Base Configuration of the Primary VSM

To perform the base configuration of the primary VSM, complete the following steps:
1. Usean SSH client, log in to the primary Cisco Nexus 1000V VSM as admin.

2. Run the following configuration commands.
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config t
ntp server <<var global ntp server ip>> use-vrf management

vlan <<var ib-mgmt vlan id>>
name IB-MGMT-VLAN

vlan <<var nfs vlan id>>
name NFS-VLAN

vlan <<var_vmotion vlan id>>
name vMotion-VLAN

vlan <<var vm-traffic vlan id>>
name VM-Traffic-VLAN

vlan <<var native vlan id>>
name Native-VLAN

exit

port-profile type ethernet system-uplink

vmware port-group

switchport mode trunk

switchport trunk native vlan <<var_ native_ vlan id>>
switchport trunk allowed vlan <<var_ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var_vmotion vlan id>>, <<var vm-traffic vlan id>>
channel-group auto mode on mac-pinning

no shutdown

system vlan <<var_ib-mgmt_ vlan id>>, <<var _nfs vlan_ id>>,
<<var_vmotion vlan id>>, <<var_ vm-traffic_vlan id>>
system mtu 9000

state enabled

exit

port-profile type vethernet IB-MGMT-VLAN
vmware port-group

switchport mode access

switchport access vlan <<var ib-mgmt vlan id>>
no shutdown

system vlan <<var_ib-mgmt_vlan id>>

state enabled

exit

port-profile type vethernet NFS-VLAN
vmware port-group

switchport mode access

switchport access vlan <<var_nfs_vlan id>>
no shutdown

system vlan <<var nfs vlan id>>

state enabled

exit

port-profile type vethernet vMotion-VLAN
vmware port-group

switchport mode access

switchport access vlan <<var vmotion vlan id>>
no shutdown

system vlan <<var vmotion vlan id>>

state enabled

exit
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port-profile type vethernet VM-Traffic-VLAN

vmware port-group
switchport mode access

switchport access vlan <<var vm-traffic vlan id>>

no shutdown

system vlan <<var vm-traffic vlan id>>

state enabled
exit

port-profile type vethernet nlkv-L3

capability l1l3control
vmware port-group
switchport mode access

switchport access vlan <<var ib-mgmt_vlan id>>

no shutdown

system vlan <<var ib-mgmt vlan id>>

state enabled
exit
copy run start

Migrate Networ king Componentsfor ESXi Hoststo Cisco Nexus 1000V

To migrate the networking components for the ESXi hosts to the Cisco Nexus 1000V, complete the

following steps:

1. Inthe vSphere web client click the home tab and click the Cisco Virtual Switch Update Manager

% @ Share Browser Webfx =

B8 -

I i v Page= Safety= Tools~ igh= [

vmware* vSphere Web Client #& &
4 b & (3} Home
(3 vCntar 3| tmamoees
£ Autes and Proties >
CJ vGentor Orchisiratos ] [ _r] l | ol
£ admninisaration > wlentar Hosls and ¥Ms and
Wi e Chuslars Templates
Tasks
1= Log Browser Muonitoding
T Evante
o o | 9 i
4 Mew Search ¥ Task Conzole Everd Console HostProfiles
|H saved Searches >
| Aitinéstration
Rales Licenzing wCentar
| Solutions
Manager

H watch How 10 Videos

G L@ "me‘g - B centific. & I Geis Cisco UCS Manager 5| Cisco LCS Manager- P [| VersaStack - FlashCopy | (2] vphere Web Client

J A-eg b

| tgpptiabeizeocom = | Help = | ]

ks

- Bocont 1asks

an | FRunning Failed
O Rocorsgure vEpkane Diskibised

s @ & m |-
Cat te @ viphere Distrio
Storage Hetworking vClowd Heybng Ciseo Virual i
Senice 0 Swikth Update <k | hic
Installer Manager g
+ Lipdate netwnek configuration
[ s
VM Sterage vCantar
Policies Operstions -y
Manager B 1

My Tazhs = More Tasks

| = 2 WukmProgress 0

|
I - 1 Marms
|

& e
Hua

A1y | New(l) Ackno
a1 pot lab clsco.c

1 slihys maniorng

2. Click the Nexus 1000v and click Configure.
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#| o+ Cisco UCS Manager | &) Cisco LICS Manager - P [ VersaStack - FlashCopy [B) vsphere Web Client

% @ Share Browser Webfx =
- = v Pagew Satety= Toots~ igh= [N O W] Ade g

vmware* vSphere Web Client #

= || Racant 1asks
Getting Started | A Funning Falled
£ Ruléa and Profies This ks yous podal 1 Install, Add Hos15, Maniior and Upgrade © Reconsgure vEphens Disibise
the Cisco Nenss 1000V, The Cisco VLM also sfows you 1o ?
L sl & v
e Crcpesiaar A o e Checo Applks atian Virtual
Cannot camplete a viphese Distnod
B, aarinisration Swilch.
" Sebectvirual NIC
@ 10201515
" Lipdate network configuration

[£] Tasks Rasic Tasks
1= Log Browser
T Evente AVS | Mexus1000V g o

G 51
tvirtual NIC

Tags i
v 2 wtan B 1020181 52
3, Mew Gearch = comngure + Lindate network configuration
|H saved Searches & Dashboard [ REFAT R

O wtarmatson
My Tazks = More Tasks

T s WemnProgress O

= 12 Marms.
a1y | New (1) Acknowl

A yersavcenter patlab clsco ¢
Hoadtn status manitonng

#| o+ Cisco UCS Manager | &) Cisco LICS Manager - P [ VersaStack - FlashCopy [B) vsphere Web Client

% @ Share Browser Webfx =
- = v Pagew Satety= Toots~ igh= [N O W] Ade g

vmware* vSphere Web Client #

= || Racant 1asks
Getting Started | rr Funning Falled
£ Ruléa and Profies This ks yous podal 1 Install, Add Hos15, Maniior and Upgrade o aiiable D © Reconsgure vEphens Disibise
O vemmur Orenasnor e Ciseo Nenss 1000V, The Clseo VLM also sfows you b bk & varn?
; agd an e Ceco Applic stian Vinual ame

h Cannot complete a viphere Distriod

B, adriniswation Swilch, VersaStack_DO_1
D0,  Sebectvitual MIC

@ 10201515
" Lipdate network configuration

1 51

[£] Tasks Rasic Tasks
12 Log Browser
e A5 | Hnio0ay Ll
tvinual NIC
Tags i

& 3 wstan B 1020181 52
1, Mew Beanch = Configure + Upaate network sonfigurtion
|H saved Searches & Dashboard [ REFAT R

O wtarmatson
2) Chose an assocktid DIstruted Vit Svetch My Tasks = Wora Taska

T s WemnProgress O

migrate o upgrade the Swich
swteh

= 12 Marms.
a1y | New (1) Acknowl

A yersavcenter patlab clsco ¢
Hoadtn status manitonng

4. Click the Add Host tab then select the plus sign next to Versastack Management, then click the top
check box to both Hosts.
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:_E"m"‘ Cisco LICS Manager | | Cisco UCS Manager - P B | VersaStack - FlashCopy :@\ﬁphem Web Client |

% (@ Share Browser Webfx =
e = v Pagew Satety= Toots~ igh= [N O W] Ade g

g
vmware* vSphere Web Client #

4

Osmng Slaned  Bummary  Mommor | Masaga | Relwed Ohjects * || Racant 1asks
@ Hosts i
P — Geltngs | Alarm Difiniians | Tags | Peimissons | Metwark Protocel Profies  Ports | GI9e0 e 1000V A8 | {1 Tt S A
- . . . . 3 O Roconsgure vEphbne Disrihuted

Destributed Podt Groups n ’ SISV
& " vervew | AdHoss | Uporede  Imstall License & il

B uplink Part Groups [ 2] Cannat comalete 3 vSghare Dising

" Sebectvirual NIC

| @ Host Selection

VersaStack_Management @ 101515
" Lipdate network configuration
+ Hast Suppoitied
L
-

[ RTETREERT
+ 10.18.151.50 etvinual NIC
o 1029151 51 u‘l'-lll'l’ ]
+ Lipdate network configuration

[ REFAT R

Agoehm For the “Rouse Baged [P HAEN 10ad Balsnting Algontm in e vawsch, the
i Iaing BakEncing Agorrm will e corSguIed &S “Sourt desk-ntan

= 12 Marms.
a1y | New (1) Acknowl

A yersavcenter patlab clsco ¢

Hoatn stilis maniionng

5. Click the suggest button.

:_E"m"‘ Cisco LICS Manager | | Cisco UCS Manager - P B | VersaStack - FlashCopy :@\ﬁphem Web Client |

% (@ Share Browser Webfx =
e = v Pagew Satety= Toots~ igh= [N O M) AV- e

g
vmware* vSphere Web Client #

4

R LA
- vsm2
@ Hosts

P — Sutings | Alarm Definitions | Tags | Pemmisssons | Network Pretucol Profies | Parts [GT8e0 Thenus 10007 An {1 onnin B iy
i i 1 | 1 . O Roconsgure vEphbne Distniute)

Destibeted P Groups e
= os D Cervigw | Agd Host | Uppride  Install License I L & vl
B voinkeon croups ([ED . =

Osmng Slaned  Bummary  MORROr | Manage | Retaled Ohjects * || Racant 1asks

Cannotcomglete 3 viphere Distnol

" Sebectvirual NIC

| @ Host Selection

[y ra—— (< RLETRE

" Linoate nétwork configuration
@ 1020165

~ Selsctvinual NIC

[ RUETREIES]

+ Lipdate network configuration

= Hast
7 102815152
o 1020151 %1

[ _ Standalons Hosts @ 102182

Thoass Hosts 1 migrate
Load Balance AiQoenm For th "RouSe Based IP HAEN 1ad Balantang algantrm in e vaws:h, he My Tasks = More Tasks
i Ianing BAkEnCIng SgOrr will B CORAGUIG &5 "SOurc: dist-p-Aan

= 4 WokinProgress O

| © Port Profile Editor

intise | vatid | Eafatin | Pranie Mama
e faise  IB-MGMT-VLAN
rue  fEse  niWeLD -8

ue  false  NPSALAN

a1y | New (1) Acknowl
bue  False system uplink

A yersavcenter patlab clsco ¢
Finish Hualth status manitonng

6. Scroll down and select the Physical NIC Migration.
7. Expand each host and select the unused Nic vmnicl for migration.
8. Deselect the vmnicO for each host.
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9. Select system uplink in the middle pane for the vmnicl for each host.

% @ Share Browser WebEx =

S Vinual Machines
& Destribened Pont Groups ([0
B Uplink Part Groups [ 2]

10. Scroll down and for the VM Kernel Nic Setup, expand each host, and deselect vmk3 which is the

| avia Cisco LICS Manager

&5 Ciseo LICS Manager - P.. | B | VersaStack - FlashCopy ! @vSpher! Web Client = |

- = v Pagew Satety= Toots~ igh= [N O W] Ade g

Oemng Glaned  Summary  MonRor | Manssgs | Retwled Objects

[ Setings [ Atarm Definibons | Tags | Permisssons [ Network Protocel Profies | Ports [isea g8 10007

Overviow | AddHost | Uporade Install Lcense [0 |

| Running
(=] Hnt.nr.sg.mvﬁpnnmummm;
& vl
Cannet compleie 3 vSphere Dising|

| © Physical NIC Migration
fr——
v@10.29.15152

] ek

ke gth-§
Sysigm-uplink

vEwilchll
¥ vkt

AR EREEEY
] vmnik i kegdnS

I

viwiicnt

| Select Al
Sedect one or more PHICS to mave.

| © VM Kemel NIC Setup

[ — L3 Capasie Fratile

Finzs 16132 N S .

Finish || Reset |

temporary management kernel we created for this migration.

- tac

(< RLETRE

+ Lipdate netwnek configuration
@ 1020165

v Gelsctvinual NIC

[ REFTRTIES ]

+ Lipdate network configuration
[ REFAT R

My Tazks = More Tasks

T ¢ WokinProgress 0

* 3 Marms [=]

| mugn) | Newit)  Ackmowd..

A yersavcenter pattab clsco ¢
Hualth slatus manitorng

% @ Shere Browser Webtx -

fi ~ E) - & #m - Page~ Safety~ Took~ @~ [N O

| mida Cisco LICS Manager

0]
& Cistiteton Port Grouns (00
B UplinkPortdoups IED

3 viral Machines

Bummary  Moagar | Manage | Retslen Objacts

Satings | Alam Dafinitions | Tags | Permissions | Netvork Pratocal Protizs | Ports [[Eieco teears 1000V

veniew .Mlﬂllnﬂ Upgrade  Install License :
| © VM Kernel NIC Setup

e L3 Capasie
vk
o vkt

1 vk

MkeL3
NFS.WLAN
yMotion-VLAN
] venika 18- MOMT-VLAN wEwilchD
s
1 vk kLI
1o vkl NFS-VLAN
] vk whatin-VLAN
L] vk 1B-MOMT-VLAN

Bewctrion || mow |

| ehogse one of more vmkMIC b move, * Dinotis & new Kime! NIG 1o be sdded

|g\mmgrmn

Vinsai Mashine RiCy

Sewsta Pradile
w0915 92
»@10.20.151.51

Finish || Reset |

Al | Running Failed
© Recordgure vSohue Distribtel
& aml
Cannat comglate 3 vaphase Distrib|
~ Selertvnual NG
B s s
 Lipdaie n#twork configuation
- BRI REY
~ Selertvnual NG
B 108162
+ Update network configiraion
S RIF R

My Tathy = More Tesks

= # Wk In Progross o

= [ marms o

| | e Acknowl

A versavcenter potlab.clsco.c.
Hoalth status manitorng
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11. For VM migration click the button next to the virtual machine to expand the target profile and
choose the correct profile which should be IB-MGMT-VLAN. Repeat thisfor each Virtual Machine.

= [@l=

| =5 Cisca LICS Manager | #|Ciseo UCS Manager - .. [ VersaStack - FlashCopy | (E) vsphers web Client

% @ Shere Browser Webtx -
’-} - = < gm0 = Page= Safetyw Tools= 0" J,“i | '_"!j .’l\'.-'i h-“'
vmware* vSphere Web Client L

4 Homs DR cvem2 | Adtions -
- VM2 Gemng Faned  Bummary Monear | Mamage | Retsen Onjects | = ] Pucent Tasks
i Houts [ 0] (et
= [}
{3 Virhual Machines @y | | Setings | A Definitions | Tags | Permissions | Network Protocal Profizs | Ports | Clsco Heus 1000V & FRunning Fallng
O Recorfgure vEohwre Diskibubel

o Distribatos Pon Grouns. 0 :

Overdew | AddHost | Upgrage  Intall License : & a2
& Uplink Por Groups B

I ~ Selectivirusl NiC
o vkl 4 nikeLd vEwiich u
1040 151 51
vkt | NFS-YLAN ¥Ewitchl
1 vk & WMolionVLAN wEwHEhD

(] vmia E 1B-MOMT-VLAN WEWItEhD

" Lipdate network configuranon

- BRI REY

~ Gelectwrual NG
SetectNone || New U 102015182

Choose ane of more vmkNIC S in move. * Dienobes 5 new kemel NIC b be added a Updite network configoration

o 10.20.151.52

| @ VM Migration

My Tathy = More Tesks
Vi8] MaEhiL) TICE eratte Faurte Protss

v@inm1si52 - Wk I Progross al
¥ vemI_gecondasy
1 Network adapber 1 T-MOMTALAR VawlichD
1 Netwark adaptes 1 1B MOMT-VLAN vawiichd
| Metwork adapter 3 18-MOMT-VLAN vEwnchl
v@iozas1 5

¥ How Templat 26 e -8

| oo o [0 s | o)

¥ Wirhisal Swilch Lipdate Manager &b versa-center pptiab cisco.c

Selact Hane Hoatn status manitarng

Finish || Resst

12. Click Finish.

13. When the migration completes, click the settings then topology and expand the virtual machinesto
view the network connections.
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% @ Shere Browser Webtx -
B - -
& B

vmware vSphere Web Client

4 gmn o~ Page= Safety~ Tools~ i@~ }i‘i' O A-Z 1
LI

4 Homs ¢ DR avemd | Addions -
i Houts ]
(3 virtual machines
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In this section we will remove the temporary management networks we created for the migration. We
will remove the unused standard switch components, and also assign the second physical nic to the

vSphere Distributed Switch.

ESXi Host VM -Host-I nfra-01
~

Note  Repeat the steps in this section for all the ESXi Hosts.

1. From each vSphere Client, select the host in the inventory.
2. Click the Configuration tab.

3. Click Networking.

4. Select the V Sphere Standard switch then Properties.
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5. Click thetemporary network VMkernel-M GM T-2 created for the migration and click Remove, click
Yes, then click Yes again.
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6. Click Close.
7. Validate you still are focused on the V Sphere Standard Switch and click Remove to remove
V SwitchO.

8. Click Yesto the warning popup.

r:?ﬂ ersa-veentien ppRiab cisco.com - vphere Qlient

= B
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Software tusd Machine 3
. [ VMEame-MGMT .
2 - Traffic 3
1 [B-MGMT .

| Recent Tasks Meme. Target or Status cortains: = [

9. After vSwitchO has disappeared from the screen, click vSphere Distributed Switch at the top next to
View.

10. Click Manage Physical Adapters.

11. Scroll down to the system-uplink box and click Add NIC.

12. Choose vmnic0O and click OK, then click OK again.
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13. Validate there are no warnings for the ESX nodes. From each vSphere Client, select the Hosts and
Clustersin the inventory section, click the Summary tab.

14. If there are warnings, right-click each node, and click Reconfigure for vSphere HA.
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Remove the Redundancy for the NIC in Cisco UCS M anager

While creating the ESXi vNIC template settings, the default was to enable failover on the vNic. Once
you have deployed the N1kV that setting is no longer needed and should be disabled. If you did not
enable failover in Cisco UCS Manager, you can skip these steps.

1. Launch UCS Manager and click the Lan tab.

2. Click Policies, root, vNic templates.

3. Click vNic_Template A, and on the General Tab uncheck enable failover.
4. Click Save Changes, then click Yes, then click OK.

5. Repeat these steps for vNic_Template B

~

Note A reboot of the ESXi hostsis required for this change.
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For more information about the 1000v switch, including how to update the software after installation,
please visit this web site:

http://www.cisco.com/c/en/us/products/switches/nexus-1000v-switch-vmware-vsphere/index.html

Backup Management and other Software

IBM Solutions

IBM iswell known for management software. Added value to this solution can be obtained by installing
IBM's Storage M anagement Console for VMware vCenter. Please visit the IBM website to obtain the
latest version at http://www.ibm.com/us/en/.

For details of IBM backup and disaster recovery solutions, go to:
http://www-03.ibm.com/systems/storage/sol utions/backup-and-disaster-recovery/
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Bill of Materials

Table 19 Bill of Materialsfor IBM Sorwize V7000

Part Number

Product Description

Quantity Required

IBM Storwize V7000 Components

2076-524 IBM Storwize V7000 SFF Control 1
5305 5m Fiber Cable (LC) 8
9730 Power Cord - PDU connection 1
AGO00 Shipping and Handling NC 1
AHB1 8Gb FC Adapter Pair 1
AHC1 Compression Accelerator 1
AHCB Cache Upgrade 1
AHH1 200GB 2.5 Inch Flash Drive 3
AHF1 600GB 10K 2.5 Inch HDD 21
5639-CB7 ICI?OI\:trSC;cIcl);\:vij;gamily Software V7000 1

Base Software Controller Per Storage
UBJSCL Device with 1 Year SW Maint ’ !
UBJWC1 \l,:\,lljtlyll lie\?;l;r:asc\:/cn,\tﬂr;)il:]etr Per Storage Device 1
2076-24F IBM Storwize V7000 SFF Expansion 1
9730 Power Cord - PDU connection 1
ACUA 0.6m 12Gb SAS Cable(mSAS HD) 2
AGBK Shipping and Handling 24F 1
AHF1 600GB 10K 2.5 Inch HDD 24
5639-XB7 :EBXI\SaSntSc;Orv:/]ize Family Software V7000 1
Base Software Expansion Per Storage

UBPNCL Device with 1 YeaFr)SW Maint ’ !
UBPTC1 \I,:\,:]tlrll I;e\z;ltGL:;reSEV)\(/pl\a/lr;isrl](:n Per Storage Device 1
Optional IBM Storwize V7000 File Module Components

2073-720 IBM Storwize V7000 Unified 2
1176 Unified shipment of 2073 and 2076 2
5305 5 m Fiber Optic Cable LC-LC 4
5709 Ethernet Cable - 9ft-Green-CAT 5E 2
9730 Power Cord - PDU connection 2
AGB7 Shipping and Handling 720 2
5639-VF1 i/Bll\./ISStorwize V7000 File Module Software 5
3450 ESD
5809 Storwize V7000 Unified Pubs
5819 Storwize V7000 Unified DVD
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U9ZRC1

Per Storage Device w/1Yr SW Maint

2

Table 20

Part Number

Bill of Material for Cisco Nexus 9300 Series Switch

Product Description

Quantity Required

Cisco Nexus 9300 Switching

Components

N9K-C9372PX Nexus 9300 with 48p 10G SFP+ and 6p 2
40G QSFP+

N3K-C3064-ACC-KIT Nexus 9300 Accessory Kit

NXA-FAN-30CFM-F Nexus 2K/3K/9K Single Fan, port side
exhaust airflow

CAB-9K12A-NA Power Cord, 125VAC 13A NEMA 5-15 4
Plug, North America

N9K-PAC-650W-B Nexus 9300 650W AC PS, Port-side 4
Exhaust

N9KDK9-61213.1 Nexus 9500 or 9300 Base NX-OS Software | 2
Rel 6.1(2)I13(1)

Table 21 Bill of Materialsfor Cisco UCS Blade Servers and Chassis
Part Number Product Description Quantity Required
Cisco UCS Unified Compute System
UCSB-5108-AC2 UCS 5108 Blade Server AC2 1
Chassis, 0 PSU/8 fans/0 FEX
UCS-IOM-2208XP UCS 2208XP I/O Module (8 2
External, 32 Internal 10Gb Ports)
UCSB-5108-PKG-HW UCS 5108 Packaging for chassis | 1
with half width blades.
N20-CBLKP Power supply unit blanking panel | 1
for UCS 5108
NO1-UAC1 Single phase AC power module 1
for UCS 5108
N20-FAN5 Fan module for UCS 5108
N20-FW012 UCS Blade Server Chassis FW
Package 2.2
N20-CBLKB1 Blade slot blanking panel for UCS | 4
5108/single slot
N20-CAK Accessory kit for UCS 5108 Blade | 1
Server Chassis
UCSB-B200-M4 UCS B200 M4 w/o CPU, mem, 4
drive bays, HDD, mezz
UCS-CPU-E52650D 2.30 GHz E5-2650 v3/105W 8
10C/25MB Cache/DDR4
2133MHz
UCS-MR-1X162RU-A 16GB DDR4-2133-MHz 32
RDIMM/PC4-17000/dual
rank/x4/1.2v
UCSB-VIC-M83-8P Cisco UCS VIC 1380 mezzanine 4
adapter for blade servers
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UCSB-MLOM-40G-03 Cisco UCS VIC 1340 modular 4
LOM for blade servers
UCSB-HS-EP-M4-F CPU Heat Sink for UCS B200 M4 | 4
Socket 1 (Front)
UCSB-HS-EP-M4-R CPU Heat Sink for UCS B200 M4 | 4
Socket 2 (Rear)
UCSB-LSTOR-BK FlexStorage blanking panels w/o 8
controller, w/o drive bays
UCSB-PSU-2500ACDV 2500W Platinum AC Hot Plug 4
Power Supply - DV
CAB-C19-CBN Cabinet Jumper Power Cord, 0 4
VAC 16A, C20-C19 Connectors
Table 22 Bill of Materialsfor Cisco Fabric I nterconnect

Part Number

Cisco UCS UCS-FI-6248UP Fabric
Interconnect

Product Description

Quantity Required

UCS-FI-6248UP UCS 6248UP 1RU Fabric Int/No 2
PSU/32 UP/12p LIC

UCS-ACC-6248UP UCS 6248UP Chassis Accessory | 2
Kit

UCS-PSU-6248UP-AC UCS 6248UP Power 4

Supply/100-240VAC

N10-MGTO012

UCS Manager v2.2

UCS-BLKE-6200

UCS 6200 Series Expansion
Module Blank

UCS-FAN-6248UP

UCS 6248UP Fan Module

UCS-FI-DL2

UCS 6248 Layer 2 Daughter Card

CAB-9K12A-NA

Power Cord, 1VAC 13A
NEMA 5-15 Plug, North America

Table 23

Part Number

Bill of Materials for Cisco Rack FEX

Cisco FEX

Product Description

Quantity Required

N2K-C2232PF Nexus 2232PP with 16 FET, choice of | 2
airflow/power

NXA-AIRFLOW-SLV Nexus Airflow Extension Sleeve

N2K-F10G-F10G N2K Uplink option FET-10G to
FET-10G

CAB-9K12A-NA Power Cord, 125VAC 13ANEMA5-15 | 4
Plug, North America

FET-10G 10G Line Extender for FEX 32

N2232PP-FA-BUN Standard airflow pack: 1

N2K-C2232PP-10GE, 2AC PS, 1Fan
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Part Number

Appendix W

Product Description

Quantity Required

Cisco UCS Rack Servers

UCSC-C220-M4S UCS C220 M4 SFF w/o CPU, 2
mem, HD, PCle, PSU, rail kit

UCS-CPU-E52640D 2.60 GHz E5-2640 v3/90W 4
8C/20MB Cache/DDR4
1866MHz

UCS-MR-1X162RU-A 16GB DDR4-2133-MHz 16
RDIMM/PC4-17000/dual
rank/x4/1.2v

UCSC-PCIE-CSC-02 Cisco VIC 1225 Dual Port 10Gb 2
SFP+ CNA

UCSC-CMAF-M4 Reversible CMA for C220 M4 2
friction & ball bearing rail kits

UCSC-RAILF-M4 Friction Rail Kit for C220 M4 rack | 2
servers

UCS-SD-32G-S 32GB SD Card for UCS servers

UCSC-PSU1-770W 770W AC Hot-Plug Power Supply
for 1U C-Series Rack
Server

CAB-9K12A-NA Power Cord, 125VAC 13ANEMA | 4
5-15 Plug, North
America

N20-BBLKD UCS 2.5 inch HDD blanking panel | 16

UCSC-HS-C220M4 Heat sink for UCS C220 M4 rack | 4
servers

UCSC-MLOM-BLK MLOM Blanking Panel 2

A

Note  Please consult with the IBM and Cisco compatibility guides for the latest hardware supported.

Appendix

Build Windows Active Directory Server VM(S)

ESXi Host VM -Host-I nfra-01

To build an Active Directory Server virtual machine (VM) for the VM-Host-Infra-01 ESXi host,

complete the following steps:

1. Loginto the host by using the VMware vSphere Client.

2. Inthe vSphere Client, select the host in the inventory pane.
3. Right-click the host and select New Virtual Machine.
4

Select Custom and click Next.
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© N o o

10.

11.

12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.

26.

27.

28.

29.
30.

31
32.

33.

34.

Enter a name for the VM. Click Next.
Select infra_datastore 1. Click Next.
Select Virtual Machine Version: 10. Click Next.

Verify that the Windows option and the Microsoft Windows Server 2008 R2 (64-bit) version are
selected. Click Next.

Select two virtual sockets and one core per virtual socket. Click Next.

Select 4GB of memory. Click Next.

Select one network interface card (NIC).

For NIC 1, select the IB-MGMT Network option and the VMXNET 3 adapter. Click Next.
Keep the LS| Logic SAS option for the SCSI controller selected. Click Next.

Keep the Create a New Virtual Disk option selected. Click Next.

Make the disk size at least 60GB. Click Next.

Click Next.

Select the checkbox for Edit the Virtual Machine Settings Before Completion. Click Continue.
Click the Options tab.

Select Boot Options.

Select the Force BIOS Setup checkbox.

Click Finish.

From the left pane, expand the host field by clicking the plus sign (+).

Right-click the newly created AD Server VM and click Open Console.

Click the third button (green right arrow) to power on the VM.

Click the ninth button (CD with awrench) to map the Windows Server 2008 R2 SP1 1SO, and then
select Connect to 1SO Image on Local Disk.

Navigate to the Windows Server 2008 R2 SP1 SO, select it, and click Open.

Click in the BIOS Setup Utility window and use the right arrow key to navigate to the Boot menu.
Use the down arrow key to select CD-ROM Drive. Press the plus (+) key twice to move CD-ROM
Driveto thetop of thelist. Press F10 and Enter to save the selection and exit the BIOS Setup Utility.

The Windows Installer boots. Select the appropriate language, time and currency format, and
keyboard. Click Next.

Click Install now.

Make sure that the Windows Server 2008 R2 Standard (Full Installation) option is selected. Click
Next.

Read and accept the license terms and click Next.

Select Custom (Advanced). Make sure that Disk 0 Unallocated Space is selected. Click Next to
allow the Windows installation to complete.

After the Windows installation is complete and the VM has rebooted, click OK to set the
Administrator password.

Enter and confirm the Administrator password and click the blue arrow to log in. Click OK to
confirm the password change.
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35.

36.

37.
38.
39.
40.
41.
42.
43.

44,

Appendix W

After logging in to the VM desktop, from the VM console window, select the VM menu. Under
Guest, select Install/Upgrade VMware Tools. Click OK.

If prompted to gject the Windows installation media before running the setup for the VMwaretools,
click OK, then click OK.

In the dialog box, select Run setup64.exe.

In the VMware Tools installer window, click Next.
Make sure that Typical is selected and click Next.
Click Install.

Click Finish.

Click Yesto restart the VM.

After the reboot is complete, select the VM menu. Under Guest, select Send Ctrl+Alt+Del. Then
enter the password to log in to the VM.

Set the time zone for the VM, | P address, gateway, and host name.

A reboot is required.

45,
46.

If necessary, activate Windows.
Download and install all required Windows updates.

This process requires several reboots.

47.
48.
49,
50.
51.

Open Server Manager.

On the left, click Roles, the select Add Roles on the right.

Click Next.

In the list, select the checkbox next to Active Directory Domain Services.
In the popup, click Add Required Features to add .NET Framework 3.5.1.

VersaStack for Data Center with Direct Attached Storage



MW Appendix

Add Roles Wizard [ =}

Select one or more roles ko install on this server.

Roles: Description:
Active Dirsctory Domain Services [] active Directory Certificate Services g_;?‘;f;:g:f;?;rm[;i[g:";gfurf'gsl?e c'ct‘E
Confirmation on the network and makes this

[[] active Directary Federation Services information available to users and
FrUEes [] active Directory Lighbweight Direchory Services network administrators, AD DS uses
Resulks [] Active Direckory Rights Management Services domain controllers to give netwark

users access bo permitted resources
anywhere on the network through a
single logon process,

[ application Server

[ DHCP Server

] DMS Server

[ Fax server

[] File Services

|: Hyper-W

] Metwaork Policy and Access Services
|: Print and Document Services

l: Remate Daskbop Services

[ web Server (115)

[ windows Deployment Services
[ windows Server Update Services

More about server roles

< Previous | Mext = I Install Cancel

52. Click Next.
53. Click Next.
54. Click Install.
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Add Roles Wizard [ =}

Confirm Installation Selections

To inskall the Following roles, role services, or Features, click Install,

Before You Begin
(i) 2 irfarmational messages below

Server Roles
Active Directory Dornain Services !
{ i' This server might need to be restarted after the installation completes.,
Progress *! Active Directory Domain Services
Resulks l_:i'} After wou install the A0 DS role, use the Active Directory Domain Services Installation Wizard
{dcpromo.exe) to make the server a fully Functional domain controller,

~! .NET Framework 3.5.1 Features

.MET Framework 3.5.1

Print, e-mail, or save this information

Mexk = | Install I Cancel

< Previous
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Add Roles Wizard E
e -

=
!S Installation Results

Before You Begin - : :
The following roles, role services, or features were installed successfully:
Server Roles

s _ : '3:i:3' 1 informational message below
Ackive Directory Dornain Services ==

Confirmation ~| Active Directory Domain Services f) Installation succeeded

Progress The Following role services were installed:
Active Directory Domain Controller

.i ) Use the Active Directory Domain Services Installation Wizard {dcpromo. exe) to make the server a
~ Fully Functional domain controller.

Close this wizard and launch the Active Directory Domain Services Installation Wizard {dcpromo.exe).

~) NET Framework 3.5.1 Features Q’) Installation succeeded

The Following features were installed:
.NET Framework 3.5.1

Print, e-mail, or save the installation repork

= Brevious | [exk = | Close I Cance |

55. In the middle of the window, click Close this wizard and launch the Active Directory Domain
Services Installation Wizard (dcpromo.exe).

56. Inthe Active Directory Domain Services Installation Wizard, click Next.
57. Click Next.

58. Select "Create a new domain in a new forest" and click Next.

r VersaStack for Data Center with Direct Attached Storage



Appendix W

@ Active Directory Domain Services Installation Wizard

Choose a Deployment Configuration
You can create a domain contraller for an existing forest or for a new farest,

™ Existing forest

' Add & domait controllen e &t existing domain

" Create a new domain in an existing farest
Thiz server will become the first domain controller i the new domain:

&+ Create a new domain in a new forest

Mare about pozzible deplayment configurations

< Back I Mest » I Cancel |

59. Type the FQDN of the Windows domain for this VersaStack and click Next.

@] Active Directory Domain Services Installation Wizard

Name the Forest Root Domain
Thee first domnain in the forest is the forest 100t domain. Its name iz also the name of
the forest. -

Tuwpe the hully qualified domain name [FODN) of the new farest root domain.

EQDN of the forest root domain:

Example: corp.contoso. com

< Hack et > Cancel |

60. Select the appropriate forest functional level and click Next.
61. Keep DNS server selected and click Next.
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@ Active Directory Domain Services Installation Wizard

Additional Domain Controller Options

Select additional options for thiz domain controller.
¥ Globalicatalog
™| Beadonly domain controllen [RODE]

Additional infarmation:

The first domain contraller in a forest must be a global catalog server and ;I
cannot be an RODC,

e recammend that vou inztall the DMS Server zervice an the firzt domain
cantroller.

More about additional domain controller aptiohs

¢ Back I Heut » I Cancel

62.

63.
64.

65.
66.
67.
68.
69.
70.
71.

72.

If one or more DNS servers exist that this domain can resolve from, select Yes to create aDNS
delegation. If thisAD server is being created on an isolated network, select No, to not create aDNS
delegation. The remaining steps in this procedure assume a DNS delegation is not created. Click
Next.

Click Next to accept the default locations for database and log files.

Enter and confirm <<var_password>> for the Directory Services Restore Mode Administrator
Password. Click Next.

Review the Summary information and click Next. Active Directory Domain Services will install.
Click Finish.

Click Restart Now to restart the AD Server.

After the machine has rebooted, log in as the domain Administrator.

Open the DNS Manager by clicking Start > Administrative Tools > DNS.

Optional: Add Reverse Lookup Zones for your |P address ranges.

Expand the Server and Forward Lookup Zones. Select the zone for the domain. Right-click and
select New Host (A or AAAA). Populate the DNS Server with Host Records for all componentsin
the VersaStack.

Optional: Build asecond AD server VM. Add this server to the newly created Windows Domain and
activate Windows. Install Active Directory Domain Services on this machine. Launch dcpromo.exe
at the end of thisinstallation. Choose to add a domain controller to a domain in an existing forest.
Add this domain controller to the domain created earlier. Complete the installation of this second
domain controller. After vCenter Server isinstalled, affinity rules can be created to keep thetwo AD
servers running on different hosts.
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Cisco Nexus 9000 Example Configurations

Cisco Nexus 9000 A

version 6.1(2)I3(1)

switchname 9396A

vdec 9396A id 1
allocate interface Ethernetl/1-48
allocate interface Ethernet2/1-12
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum 0 maximum 512
limit-resource u4route-mem minimum 248 maximum 248
limit-resource u6route-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58
limit-resource méroute-mem minimum 8 maximum 8

cfs eth distribute
feature udld

feature interface-vlan
feature lacp

feature vpc

username admin password 5 $1$3EBiF6qi$5rsOBsKixsVimsgzXgllE. role network-admin
no password strength-check

ssh key rsa 2048

ip domain-lookup

copp profile strict

snmp-server user admin network-admin auth md5 0x20244f474f767e6333c873e98d13609f
priv 0x20244f474f767e6333c873e98d13609f localizedkey

rmon event 1 log trap public description FATAL(1l) owner PMON@FATAL

rmon event log trap public description CRITICAL(2) owner PMON@CRITICAL

rmon event log trap public description ERROR(3) owner PMON@ERROR

rmon event log trap public description WARNING(4) owner PMON@WARNING

rmon event log trap public description INFORMATION(5) owner PMON@INFO

ntp server 171.68.38.65

u s W N

ip route 0.0.0.0/0 10.29.151.1
vlan 1-2,3172-3175
vlan 2

name Native-VLAN
vlan 3172

name NFS-VLAN
vlian 3173

name vMotion-VLAN
vlan 3174

name VM-Traffic-VLAN
vlan 3175

name IB-MGMT-VLAN

spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
spanning-tree port type network default
vrf context management

ip route 0.0.0.0/0 10.29.151.1

VersaStack for Data Center with Direct Attached Storage
| "



MW Appendix

vpc domain 10
peer-switch
role priority 10
peer-keepalive destination 10.29.151.15 source 10.29.151.14
delay restore 150
peer-gateway
auto-recovery
ip arp synchronize

interface Vlanl

interface V1an3175
no shutdown
no ip redirects
ip address 10.29.151.253/24
no ipvé redirects

interface port-channell0
description vPC peer-link
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
spanning-tree port type network
vpc peer-link

interface port-channelll
description filemodule-A
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
spanning-tree port type edge trunk
mtu 9216
vpc 11

interface port-channell2
description filemodule-B
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
spanning-tree port type edge trunk
mtu 9216
vpc 12

interface port-channell3
description ucs-A
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
spanning-tree port type edge trunk
mtu 9216
vpc 13

interface port-channell4
description FI-b
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
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spanning-tree port type edge trunk

mtu 9216
vpc 14

interface

description filemodule-A
switchport mode trunk
switchport trunk native vlan 2

Ethernetl/1l

switchport trunk allowed vlan 3171-3175

mtu 9216

channel-group 11 mode active

interface

description filemodule-B
switchport mode trunk
switchport trunk native vlan 2

Ethernetl/2

switchport trunk allowed vlan 3171-3175

mtu 9216

channel-group 12 mode active

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

Ethernetl/3
Ethernetl/4
Ethernetl/5
Ethernetl/6
Ethernetl/7
Ethernetl/8
Ethernetl/9
Ethernetl/10
Ethernetl/11
Ethernetl/12
Ethernetl/13
Ethernetl/14
Ethernetl/15
Ethernetl/16
Ethernetl/17
Ethernetl/18
Ethernetl/19
Ethernetl/20

Ethernetl/21
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interface Ethernetl/22

interface Ethernetl/23

interface Ethernetl/24

interface Ethernetl/25
description FI-A:1/25
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
mtu 9216
channel-group 13 mode active

interface Ethernetl/26
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
mtu 9216
channel-group 14 mode active

interface Ethernetl/27

interface Ethernetl/28

interface Ethernetl/29

interface Ethernetl/30

interface Ethernetl/31

interface Ethernetl/32

interface Ethernetl/33

interface Ethernetl/34

interface Ethernetl/35

interface Ethernetl/36
description Ib-management-access
switchport access wvlan 3175
spanning-tree port type network

interface Ethernetl/37

interface Ethernetl/38

interface Ethernetl/39

interface Ethernetl/40

interface Ethernetl/41

interface Ethernetl/42

interface Ethernetl/43
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interface Ethernetl/44

interface Ethernetl/45

interface Ethernetl/46

interface Ethernetl/47
description VPC Peer b:1/47
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
channel-group 10 mode active

interface Ethernetl/48
description VPC Peer b:1/48
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
channel-group 10 mode active

interface Ethernet2/1

interface Ethernet2/2

interface Ethernet2/3

interface Ethernet2/4

interface Ethernet2/5

interface Ethernet2/6

interface Ethernet2/7

interface Ethernet2/8

interface Ethernet2/9

interface Ethernet2/10

interface Ethernet2/11

interface Ethernet2/12

interface mgmt0
vrf member management
ip address 10.29.151.14/24

line console

line vty
boot nxos bootflash:/n9000-dk9.6.1.2.I3.1.bin

Cisco Nexus 9000 B

version 6.1(2)I3(1)
switchname 9396B
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vdc 9396B id 1

allocate interface Ethernetl/1-48
allocate interface Ethernet2/1-12
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum 0 maximum 512
limit-resource u4route-mem minimum 248

limit-resource u6route-mem minimum
limit-resource m4route-mem minimum
limit-resource méroute-mem minimum

cfs eth distribute
feature udld

feature interface-vlan
feature lacp

feature vpc

maximum 248

96 maximum 96
58 maximum 58
8 maximum 8

username admin password 5 $1$1FTCi98T$wua3eFR8FVuFibbVMjuGI0 role network-admin

no password strength-check
ssh key rsa 2048

ip domain-lookup

copp profile strict

snmp-server user admin network-admin auth md5 0x351fcf3cdf5Sb6el38a6la8ad442ffafch
priv 0x351fcf3cdf5b6el38a6laB8ad442ffafch

rmon event 1 log trap public
rmon event log trap public
rmon event log trap public
rmon event log trap public
rmon event log trap public
ntp server 171.68.38.65

Ul s WN

ip route 0.0.0.0/0 10.29.151.

vlan 1-2,3172-3175
vlian 2

name Native-VLAN
vlan 3172

name NFS-VLAN
vlan 3173

name vMotion-VLAN
vlian 3174

name VM-Traffic-VLAN
vlan 3175

name IB-MGMT-VLAN

description
description
description
description
description

1

localizedkey

FATAL (1) owner PMON@FATAL
CRITICAL(2) owner PMON@CRITICAL
ERROR (3) owner PMON@ERROR
WARNING (4) owner PMON@WARNING
INFORMATION(5) owner PMON@INFO

spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
spanning-tree port type network default

vrf context management

ip route 0.0.0.0/0 10.29.151.1

vpc domain 10
peer-switch
role priority 20

peer-keepalive destination 10.29.151.14 source 10.29.151.15

delay restore 150
peer-gateway
auto-recovery

ip arp synchronize
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interface Vlanl

interface Vl1an3175
no shutdown
no ip redirects
ip address 10.29.151.254/24
no ipvé6é redirects

interface port-channell0
description vPC peer-link
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
spanning-tree port type network
vpc peer-link

interface port-channelll
description filemodule-a
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
spanning-tree port type edge trunk
mtu 9216
vpc 11

interface port-channell2
description filemodules-b
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
spanning-tree port type edge trunk
mtu 9216
vpc 12

interface port-channell3
description FI-a
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
spanning-tree port type edge trunk
mtu 9216
vpec 13

interface port-channell4
description FI-b
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
spanning-tree port type edge trunk
mtu 9216
vpc 14

interface Ethernetl/1l
description filemodule-b
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
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mtu 9216
channel-group 12 mode active

interface Ethernetl/2
description filemodule-a
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3171-3175
mtu 9216
channel-group 11 mode active
interface Ethernetl/3
interface Ethernetl/4
interface Ethernetl/5
interface Ethernetl/6
interface Ethernetl/7
interface Ethernetl/8
interface Ethernetl/9
interface Ethernetl/10
interface Ethernetl/11
interface Ethernetl/12
interface Ethernetl/13
interface Ethernetl/14
interface Ethernetl/15
interface Ethernetl/16
interface Ethernetl/17
interface Ethernetl/18
interface Ethernetl/19
interface Ethernetl/20
interface Ethernetl/21
interface Ethernetl/22
interface Ethernetl/23
interface Ethernetl/24
interface Ethernetl/25

description FI-B:1/25
switchport mode trunk
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switchport trunk allowed vlan 3172-3175

mtu 9216
channel-group 14 mode active

interface

switchport mode trunk
switchport trunk native vlan 2

Ethernetl/26

switchport trunk allowed vlan 3172-3175

mtu 9216
channel-group 13 mode active

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

Ethernetl/27
Ethernetl/28
Ethernetl/29
Ethernetl/30
Ethernetl/31
Ethernetl/32
Ethernetl/33
Ethernetl/34
Ethernetl/35

Ethernetl/36

description Ib-management-access

switchport access vlan 3175

spanning-tree port type network

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

Ethernetl/37
Ethernetl/38
Ethernetl/39
Ethernetl/40
Ethernetl/41
Ethernetl/42
Ethernetl/43
Ethernetl/44
Ethernetl/45
Ethernetl/46

Ethernetl/47

description VPC Peer partner:1/47

switchport mode trunk
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switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
channel-group 10 mode active

interface Ethernetl/48
description VPC Peer partner:1/48
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 3172-3175
channel-group 10 mode active

interface Ethernet2/1

interface Ethernet2/2

interface Ethernet2/3

interface Ethernet2/4

interface Ethernet2/5

interface Ethernet2/6

interface Ethernet2/7

interface Ethernet2/8

interface Ethernet2/9

interface Ethernet2/10

interface Ethernet2/11

interface Ethernet2/12

interface mgmtO
vrf member management
ip address 10.29.151.15/24

line console

line vty
boot nxos bootflash:/n9000-dk9.6.1.2.I3.1l.bin
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Additional IBM StorwizeV 7000 Control Enclosureand V7000 FileM odule

Port infor mation

Figure8

Ethernet port use on File Modules

ECs

=

ID Port IP address is Use
assighed by
InitTool
1 Ethernet port 7 Connect to a switch for public
file access
2 Ethernet port 8 Connect to a switch for public
file access
3 Ethernet port 9 Connect to a switch for public
file access
4 Ethernet port 10 Connect to a switch for public
file access
5 Ethernet port 1 From the internal IP | Connect to the other file
address range module
6 Ethernet port 2 From the internal IP | Connect to the other file
address range module
7 Ethernet port 3 File module service Connect to a switch for public
and system file access and system
management IP management
address
8 Ethernet port 4 Connect to a switch for public
file access
9 Ethernet port 5 Connect to a switch for public
(10 Gbps optical) file access and optional
system management
10 Ethernet port 6 Connect to a switch for public
(10 Gbps optical) file access
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Figure9 IBM Storwize V7000 File Module Ports

- AA-Filemodulel
« BB - Filemodule 2
« C C - Storwize V7000 Gen2 control enclosure (2076-524)

.1

L]
0 N oo o B~ WN

1 - File module 1 - Fibre Channel port 1

2 - File module 1 - Fibre Channel port 2

3 - File module 2 - Fibre Channel port 1

4 - File module 2 - Fibre Channel port 2

5 - Node canister 1 (Ieft) - Fibre Channel port 1
6 - Node canister 1 (Ieft) - Fibre Channel port 2
7 - Node canister 2 (right) - Fibre Channel port 1
8 - Node canister 2 (right) - Fibre Channel port 2
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Figure 10 IBM Storwize V7000 Control Enclosure Ports
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« 1, 2: 1GbE management, iSCSI and IP replication ports
» 3:1GbE iSCSI and IP replication port
» 4-7: 8GbE fibrechannel ports
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