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M Introduction

Cisco UCS Common Platform Architecture
Version 2 (CPAv2) for Big Data with
Hortonworks Data Platform 2.0 (HDP 2.0)

Introduction

Audience

Hadoop has become a strategic data platform embraced by mainstream enterprises as it offers the fastest
path for businesses to unlock value in big data while maximizing existing investments. The Hortonworks
Data Platform (HDP) is a 100% open source distribution of Apache Hadoop that is truly enterprise grade
having been built, tested and hardened with enterprise rigor. The combination of HDP and Cisco UCS
provides industry-leading platform for Hadoop based applications.

Hadoop has become a strategic data platform embraced by mainstream enterprises as it offers the fastest
path for businesses to unlock value in big data while maximizing existing investments. The Hortonworks
Data Platform (HDP) is a 100% open source distribution of Apache Hadoop that is truly enterprise grade
having been built, tested and hardened with enterprise rigor. The combination of HDP and Cisco UCS
provides industry-leading platform for Hadoop based applications.

Cisco UCS Common Platform Architecture Version 2
(CPAV2) for Big Data

The Cisco UCS solution for Hortonworks Data Platform 2.0 is based on Cisco UCS Common Platform
Architecture Version 2 (CPAv2) for Big Data, a highly scalable architecture designed to meet a variety
of scale-out application demands with seamless data integration and management integration
capabilities built using the following components:

* Cisco UCS 6200 Series Fabric Interconnects provide high-bandwidth, low-latency connectivity
for servers, with integrated, unified management provided for all connected devices by Cisco UCS
Manager. Deployed in redundant pairs, Cisco fabric interconnects offer the full active-active
redundancy, performance, and exceptional scalability needed to support the large number of nodes
that are typical in clusters serving big data applications. Cisco UCS Manager enables rapid and
consistent server configuration using service profiles, automating ongoing system maintenance
activities such as firmware updates across the entire cluster as a single operation. Cisco UCS
Manager also offers advanced monitoring with options to raise alarms and send notifications about
the health of the entire cluster.

e Cisco UCS 2200 Series Fabric Extenders extend the network into each rack, acting as remote line
cards for fabric interconnects and providing highly scalable and extremely cost-effective
connectivity for a large number of nodes.
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* Cisco UCS C-Series Rack Mount Servers are 2-socket servers based on Intel Xeon E-2600 v2
series processors and supporting up to 768 GB of main memory. 24 Small Form Factor (SFF) disk
drives are supported in performance optimized option and 12 Large Form Factor (LFF) disk drives
are supported in capacity option, along with 4 Gigabit Ethernet LAN-on-motherboard (LOM) ports.

» Cisco UCS Virtual Interface Cards (VICs) are unique to Cisco; Cisco UCS Virtual Interface Cards
incorporate next-generation converged network adapter (CNA) technology from Cisco, and offer
dual 10-Gbps ports designed for use with Cisco UCS C-Series Rack-Mount Servers. Optimized for
virtualized networking, these cards deliver high performance and bandwidth utilization and support
up to 256 virtual devices.

e Cisco UCS Manager resides within the Cisco UCS 6200 Series Fabric Interconnects. It makes the
system self-aware and self-integrating, managing all of the system components as a single logical
entity. Cisco UCS Manager can be accessed through an intuitive graphical user interface (GUI), a
command-line interface (CLI), or an XML application-programming interface (API). Cisco UCS
Manager uses service profiles to define the personality, configuration, and connectivity of all
resources within Cisco Unified Computing System, radically simplifying provisioning of resources
so that the process takes minutes instead of days. This simplification allows IT departments to shift
their focus from constant maintenance to strategic business initiatives.

Hortonworks Data Platform

The Hortonworks Data Platform 2.0 (HDP 2.0) is an enterprise-grade, hardened Apache Hadoop
distribution that enables you to store, process, and manage large data sets.

Apache Hadoop is an open-source software framework that allows for the distributed processing of large
data sets across clusters of computers using simple programming models. It is designed for
high-availability and fault-tolerance, and can scale from a single server up to thousands of machines.

The Hortonworks Data Platform combines the most useful and stable versions of Apache Hadoop and
its related projects into a single tested and certified package. Hortonworks offers the latest innovations
from the open source community, along with the testing and quality you expect from enterprise-quality
software.

The Hortonworks Data Platform is designed to integrate with and extend the capabilities of your existing
investments in data applications, tools, and processes. With Hortonworks, you can refine, analyze, and
gain business insights from both structured and unstructured data - quickly, easily, and economically.

Hortonworks Key Features and Benefits

With the Hortonworks Data Platform, enterprises can retain and process more data, join new and existing
data sets, and lower the cost of data analysis. Hortonworks enables enterprises to implement the
following data management principles:

* Retain as much data as possible. Traditional data warehouses age, and over time will eventually
store only summary data. Analyzing detailed records is often critical to uncovering useful business
insights.

« Join new and existing data sets. Enterprises can build large-scale environments for transactional
data with analytic databases, but these solutions are not always well suited to processing
nontraditional data sets such as text, images, machine data, and online data. Hortonworks enables
enterprises to incorporate both structured and unstructured data in one comprehensive data
management system.
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* Archive data at low cost. It is not always clear what portion of stored data will be of value for future
analysis. Therefore, it can be difficult to justify expensive processes to capture, cleanse, and store
that data. Hadoop scales easily, so you can store years of data without much incremental cost, and
find deeper patterns that your competitors may miss.

* Access all data efficiently. Data needs to be readily accessible. Apache Hadoop clusters can
provide a low-cost solution for storing massive data sets while still making the information readily
available. Hadoop is designed to efficiently scan all of the data, which is complimentary to databases
that are efficient at finding subsets of data.

« Apply data cleansing and data cataloging. Categorize and label all data in Hadoop with enough
descriptive information (metadata) to make sense of it later, and to enable integration with
transactional databases and analytic tools. This greatly reduces the time and effort of integrating
with other data sets, and avoids a scenario in which valuable data is eventually rendered useless.

« Integrate with existing platforms and applications. There are many business intelligence (BI) and
analytic tools available, but they may not be compatible with your particular data warehouse or
DBMS. Hortonworks connects seamlessly with many leading analytic, data integration, and
database management tools.

The Hortonworks Data Platform is the foundation for the next-generation enterprise data
architecture—one that addresses both the volume and complexity of today's data.

Solution Overview

The current version of the Cisco UCS Common Platform Architecture (CPAv2) Version 2 for Big Data
offers the following configuration depending on the compute and storage requirements:

Table 1 Cisco UCS CPAv2 Configuration Details

Performance and Capacity Capacity Optimized Capacity Optimized with
Balanced Flash Memory
16 Cisco UCS C240 M3 Rack 16 Cisco UCS C240 M3 Rack 16 Cisco UCS C240 M3
Servers, each with: Servers, each with: Rack Servers, each with:
2 Intel Xeon processors - 2 Intel Xeon - 2 Intel Xeon
E5-2660 v2 processors E5-2640 v2 processors
256 GB of memory E5-2660 v2
128 GB of - 128 GB of
LS| MegaRaid 9271CV 8i 8 GB of memory 8 GB of memory
card - LSIMegaRaid 9271CV - Cisco UCS Nytro
24 1-TB 7.2K SFF SAS 8 card g"egtaR"A'D 200-GB
drives (384 TB total) . 124-TB7.2LFF SAS onroner
drives (768 TB total) - 124-TB 7.2K LFF
SAS drives (768 TB
total)

~

Note  This CVD describes the installation process for a 64 node Performance and Capacity Balanced Cluster
configuration.

The Performance and capacity balanced cluster configuration consists of the following:
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» Two Cisco UCS 6296UP Fabric Interconnects

« FEight Cisco Nexus 2232PP Fabric Extenders (two per rack)

* 64 Cisco UCS C240 M3 Rack-Mount servers (16 per rack)

e Four Cisco R42610 standard racks

» FEight Vertical Power distribution units (PDUs) (Country Specific)

Rack and PDU Configuration

Each rack consists of two vertical PDUs. The master rack consists of two Cisco UCS 6296UP Fabric
Interconnects, two Cisco Nexus 2232PP Fabric Extenders and sixteen Cisco UCS C240M3 Servers,
connected to each of the vertical PDUs for redundancy; thereby, ensuring availability during power
source failure. The expansion racks consists of two Cisco Nexus 2232PP Fabric Extenders and sixteen
Cisco UCS C240M3 Servers are connected to each of the vertical PDUs for redundancy; thereby,
ensuring availability during power source failure, similar to the master rack.

Note  Please contact your Cisco representative for country specific information.

Table 2 and Table 3 describe the rack configurations of rack 1 (master rack) and racks 2-4 (expansion
racks).

Table 2 Rack 1 (Master Rack)

Cisco Master Rack
42URack

42 Cisco UCS FlI

41 6296UP

40

39 Cisco UCS FI
6296UP

38 Cisco Nexus FEX
2232PP

37

36 Unused

35

34 Unused

33

32 Cisco UCS C240M3

31

30 Cisco UCS C240M3

29

28 Cisco UCS C240M3

27

26 Cisco UCS C240M3

25

24 Cisco UCS C240M3

23

22 Cisco UCS C240M3

21
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Cisco UCS C240M3
Cisco UCS C240M3
Cisco UCS C240M3
Cisco UCS C240M3
Cisco UCS C240M3
Cisco UCS C240M3
Cisco UCS C240M3
Cisco UCS C240M3
Cisco UCS C240M3

Cisco UCS C240M3

~NernoN0e3INBResI58 N

Table 3 Rack 2-4 (Expansion Racks)

Cisco Expansion Rack
42URack

42 Unused

41 ~ Unused

40 Unused

39 ~ Unused

38 Cisco Nexus FEX
2232PP

-

36 Unused

35 UGS

34  [Unusedn

33 Unused

32 Cisco UCS C240M3

31

30 Cisco UCS C240M3

29

28 Cisco UCS C240M3

27

26 Cisco UCS C240M3

25

24 Cisco UCS C240M3

23

22 Cisco UCS C240M3

21

20 Cisco UCS C240M3

19

18 Cisco UCS C240M3

17

16 Cisco UCS C240M3

15
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14 Cisco UCS C240M3
'113 Cisco UCS C240M3
12) Cisco UCS C240M3
2 Cisco UCS C240M3
g Cisco UCS C240M3
i Cisco UCS C240M3
% Cisco UCS C240M3

Server Configuration and Cabling

The Cisco UCS C240 M3 rack server is equipped with Intel Xeon E5-2660 v2 processors, 256 GB of
memory, Cisco UCS Virtual Interface Card 1225 Cisco, Cisco LSI MegaRAID SAS 9271 CV-8i storage
controller and 24 x 1TB 7.2K SATA disk drives.

Figure 1 illustrates the ports on the Cisco Nexus 2232PP fabric extender connecting to the Cisco UCS
C240M3 Servers. Sixteen Cisco UCS C240M3 servers are used in Master rack configurations.

Figure 1 Fabric Topology

Chreo UCS 6296UP Fabric Interconnect & Cleo UCS G296UP Fabric Interconnect B

Cisen Mexus 223299 Fabrie Extender

Cigco UCS C240 M3 Server

Cisen Nasus 223259 Fabric Extardar

Figure 2 illustrates the port connectivity between the Cisco Nexus 2232PP fabric extender and Cisco
UCS C240M3 server.

Figure 2 Connectivity Diagram of Cisco Nexus 2232PP FEX and Cisco UCS C240M3 Servers

Server 1 Server 3 Server § Server 7 Server 9 Server 11 Server 13 Server 15
FEX Port 1 FEXPort 3 FEXPortS FBXPortll FEXPort2l FBXPort23 FEXPort29 FEMPort3l

Server 2 Server 4 Server & Server 8 Server 10 Server 12 Server 14 Server 16
FEX Port 2 FEXPortd FEXPort10 FEXPort12 FEXPort22 FB(Port2d FDXPort30 FEXPort32
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For more information on physical connectivity and single-wire management see:

http://www.cisco.com/en/US/docs/unified _computing/ucs/c-series_integration/ucsm2.1/b_UCSM2-1 _
C-Integration_chapter 010.html

For more information on physical connectivity illustrations and cluster setup, see:

http://www.cisco.com/en/US/docs/unified computing/ucs/c-series_integration/ucsm2.1/b_ UCSM2-1 _
C-Integration_chapter 010.html#reference FESB914256CB4C47B30287D2F9CE3597

Figure 3 depicts a 64 node cluster. Each link in the figure represents 8 x 10 Gigabit links.

Figure 3 64 Nodes Cluster Configuration

2 x Ciseo UCS Fabic I gy ] ! W 5 0GB

Interconne ot G2A6LP LI H | 1

I Ciseo UCS Fabric [ S0 ! ] :'_Lza
Extender 2232PP i 3 T

i
—

16 Clsco UCS
C240 M3 Server

Software Distributions and Versions

The software distributions required versions are listed below.

Hortonworks Data Platform (HDP 2.0)

The Hortonworks Data Platform supported is HDP 2.0. For more information visit
http://www.hortonworks.com.

Red Hat Enterprise Linux (RHEL)

The operating system supported is Red Hat Enterprise Linux 6.4. For more information visit
http://www.redhat.com.

Software Versions

The software versions tested and validated in this document are shown in Table 4.
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Table 4 Software Version

Layer Component Version or Release

Compute Cisco UCS C240-M3 | 1.5.4f

Cisco UCS 6296UP | UCS 2.2(1b)A

Cisco UCS VIC1225

Firmware 2:2(1b)
Network Cisco UCS VIC1225
: 2.1.1.41
Driver
Cisco Nexus 2232PP | 5.2(3)N2(2.21b)
LSI 9271-8i Firmware | 23.12.0-0021
Storage
LSI 9271-8i Driver 06.602.03.00
Red Hat Enterprise 6.4 (x86_64)
Linux Server
Software Cisco UCS Manager | 2.2(1b)

HDP 2.0

The latest drivers can be downloaded from the link below:

http://software.cisco.com/download/release.html?mdfid=284296254& flowid=31743 &softwareid=2838
53158&release=1.5.1&relind=AVAILABLE&rellifecycle=&reltype=latest

Fabric Configuration

This section provides details for configuring a fully redundant, highly available Cisco UCS 6296 fabric
configuration.

Initial setup of the Fabric Interconnect A and B.

Connect to IP address of Fabric Interconnect A using web browser.
Launch UCS Manager.

Edit the chassis discovery policy.

Enable server and uplink ports.

Create pools and polices for service profile template.

Create Service Profile template and 64 Service profiles.

S L

Start discover process.
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9.

Associate to server.

Performing Initial Setup of Cisco UCS 6296 Fabric Interconnects

This section describes the steps to perform initial setup of the Cisco UCS 6296 Fabric Interconnects A
and B.

Configure Fabric Interconnect A

==Y

e ® NS WD

[ S S S e U o T = T
© ® 2 E LN =D

20.

Connect to the console port on the first Cisco UCS 6296 Fabric Interconnect.

At the prompt to enter the configuration method, enter console to continue.

If asked to either perform a new setup or restore from backup, enter setup to continue.
Enter y to continue to set up a new Fabric Interconnect.

Enter y to enforce strong passwords.

Enter the password for the admin user.

Enter the same password again to confirm the password for the admin user.

When asked if this fabric interconnect is part of a cluster, answer y to continue.

Enter A for the switch fabric.

Enter the cluster name for the system name.

. Enter the Mgmt0 IPv4 address.

Enter the MgmtO IPv4 netmask.
Enter the IPv4 address of the default gateway.
Enter the cluster IPv4 address.

To configure DNS, answer y.

. Enter the DNS IPv4 address.

. Answer y to set up the default domain name.

Enter the default domain name.

Review the settings that were printed to the console, and if they are correct, answer yes to save the
configuration.

Wait for the login prompt to make sure the configuration has been saved.

Configure Fabric Interconnect B

1.
2.
3.

Connect to the console port on the second Cisco UCS 6296 Fabric Interconnect.
When prompted to enter the configuration method, enter console to continue.

The installer detects the presence of the partner Fabric Interconnect and adds this fabric interconnect
to the cluster. Enter y to continue the installation.

Enter the admin password that was configured for the first Fabric Interconnect.
Enter the MgmtO IPv4 address.

Answer yes to save the configuration.

r Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0)
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7. Wait for the login prompt to confirm that the configuration has been saved.
For more information on configuring Cisco UCS 6200 Series Fabric Interconnect, see:

http://www.cisco.com/en/US/docs/unified computing/ucs/sw/gui/config/guide/2.0/b_ UCSM_GUI Co
nfiguration Guide 2 0 chapter 0100.html

Logging Into Cisco UCS Manager

Follow these steps to login to Cisco UCS Manager.

1. Open a Web browser and navigate to the Cisco UCS 6296 Fabric Interconnect cluster address.
Click the Launch link to download the Cisco UCS Manager software.

If prompted to accept security certificates, accept as necessary.

When prompted, enter admin for the username and enter the administrative password.

Nk wN

Click Login to log in to the Cisco UCS Manager.

Upgrading Cisco UCS Manager Software to Version 2.2(1b)

This document assumes the use of UCS 2.2(1b). Refer to Upgrading between Cisco UCS 2.0 Releases
to upgrade the Cisco UCS Manager software and Cisco UCS 6296 Fabric Interconnect software to
version 2.2(1b). Also, make sure the Cisco UCS C-Series version 2.2(1b) software bundles is installed
on the Fabric Interconnects.

Adding Block of IP Addresses for KVM Access

These steps provide details for creating a block of KVM IP addresses for server access in the Cisco UCS
environment.

1. Select the LAN tab at the top of the left window.

2. Select Pools > IpPools > Ip Pool ext-mgmt.

3. Right-click IP Pool ext-mgmt.

4. Select Create Block of IPv4 Addresses.

Figure 4 Adding Block of IPv4 Addresses for KVM Access Part 1

Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0) g
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Ml Fabric Configuration

5. Enter the starting IP address of the block and number of IPs needed, as well as the subnet and
gateway information.

Figure 5 Adding Block of IPv4 Addresses for KVM Access Part 2

6. Click OK to create the IP block.
7. Click OK in the message box.

Figure 6 Adding Block of IPv4 Addresses for KVM Access Part 3

Editing Chassis and FEX Discovery Policy

These steps provide details for modifying the chassis discovery policy. Setting the discovery policy now
will simplify the addition of future Cisco UCS B-Series Chassis and additional Fabric Extenders for
further Cisco UCS C-Series connectivity.

1. Navigate to the Equipment tab in the left pane.

2. In the right pane, click the Policies tab.

3. Under Global Policies, change the Chassis/FEX Discovery Policyto 8-1link.
4. Click Save Changes in the bottom right hand corner.

5. Click OK.
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Figure 7 Chasses and FEX Discovery Policy
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Enabling Server Ports and Uplink Ports

Follow these steps to enable server and uplinks ports:
1. Select the Equipment tab on the top left of the window.

2. Select Equipment > Fabric Interconnects > Fabric Interconnect A
(primary) > Fixed Module.

3. Expand the Unconfigured Ethernet Ports section.

4. Select all the ports that are connected to the Cisco 2232 FEX (8 per FEX), right-click them, and
select Reconfigure > Configure as a Server Port.

5. Select port 1 that is connected to the uplink switch, right-click, then select Reconfigure >
Configure as Uplink Port.

6. Seclect Show Interface and select 10GB for Uplink Connection.
7. A pop-up window appears to confirm your selection. Click Yes then OK to continue.

8. Select Equipment > Fabric Interconnects > Fabric Interconnect B
(subordinate) > Fixed Module.

9. Expand the UnConfigured Ethernet Ports section.

10. Select all the ports that are connected to the Cisco 2232 Fabric Extenders (8 per Fex), right-click
them, and select Reconfigure > Configure as Server Port.

11. A prompt displays asking if this is what you want to do. Click Yes then OK to continue.

12. Select port number 1, which is connected to the uplink switch, right-click, then select
Reconfigure > Configure as Uplink Port.

13. Select Show Interface and select 10GB for Uplink Connection.

14. A pop-up window appears to confirm your selection. Click Yes then OK to continue.

Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0) g
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Figure 8 Enabling Server Ports
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Figure 9 Showing Servers and Uplink Ports
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Creating Pools for Service Profile Templates

Creating an Organization

Organizations are used as a means to arrange and restrict access to various groups within the IT
organization, thereby enabling multi-tenancy of the compute resources. This document does not assume
the use of Organizations; however the necessary steps are provided for future reference.

Follow these steps to configure an organization within the Cisco UCS Manager GUI:
1. Click New on the top left corner in the right pane in the Cisco UCS Manager GUI.
2. Select Create Organization from the options

3. Enter a name for the organization.

r Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0)
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4. (Optional) Enter a description for the organization.
5. Click OK.

6. Click OK in the success message box.

Creating MAC Address Pools

Follow these steps to create MAC address pools:

1. Select th LAN tab on the left of the window.

2. Select Pools > root.

3. Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool. Enter ucs for the name of the MAC
pool.

(Optional) Enter a description of the MAC pool.
Click Next.

Click Add.

Specify a starting MAC address.

® ® A & W

Specify a size of the MAC address pool, which is sufficient to support the available server resources.

10. Click OK.

Figure 10 Specifying First MAC Address and Size

Create a Block of MAC Addresses :

First MAC Address: E:zs:a‘s:m:m:m

To ansura uniquanass of MACS in the LAN Fabric, you are strongly
encouraged ko use the Following MAC prefic:
D0:25:B 5 HMIHKINK

—p Cancel

11. Click Finish.
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Figure 11 Adding MAC Addresses
Unified Computing System Manage
Create MAC Pool Add MAC Addresses :
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12. When the message box displays, click OK.
Figure 12 Confirming Newly Added MAC Pool

[~ Show Navigator for MAC POOL ucs

Configuring VLANs
VLANS are configured as in shown in Table 5.
Table 5 VLAN Configurations
VLAN Fabric NIC Port Function Failover
vlan160_mgmt A ethO Management, User Fabric Failover to B
connectivity
vlan12_HDFS B eth1 Hadoop Fabric Failover to A
vlan11_DATA A eth2 Hadoop and/or Fabric Failover to B
SAN/NAS access, ETL

All of the VLANS created need to be trunked to the upstream distribution switch connecting the fabric
interconnects. For this deployment vlan160_mgmt is configured for management access and user
connectivity, vlan12_ HDFS is configured for Hadoop interconnect traffic and vlanl1_DATA is
configured for optional secondary interconnect and/or SAN/NAS access, heavy ETL, etc.

Follow these steps to configure VLANSs in the Cisco UCS Manager GUI:
1. Select the LAN tab in the left pane in the Cisco UCS Manager GUI.
2. Select LAN > VLANS.

3. Right-click the VLANSs under the root organization.

4. Select Create VLANS to create the VLAN.
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Figure 13 Creating VLAN
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Enter vlan160 mgmt for the VLAN Name.

Select Common/Global for vlan160 _mgmt.

Enter 160 on VLAN IDs of the Create VLAN IDs.
Click OK and then, click Finish.

® ® 2 A

Click OK in the success message box.

Figure 14 Creating Management VLAN

10. Select the LAN tab in the left pane again.
11. Select LAN > VLANS.
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12.
13.
14.
15.
16.
17.
18.

Right-click the VLANSs under the root organization.
Select Create VLANS to create the VLAN.

Enter vlan11 DATA for the VLAN Name.

Select Common/Global for the vlan1l DATA.
Enter 11 on VLAN IDs of the Create VLAN IDs.
Click OK and then, click Finish.

Click OK in the success message box.

Figure 15 Creating VLAN for Data

19.
20.
21.
22.
23.
24.
25.
26.

11_DATA
o
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Select the LAN tab in the left pane again.

Select LAN > VLANSs.

Right-click the VLANSs under the root organization.
Select Create VLANS to create the VLAN.

Enter vlan12 HDFS for the VLAN Name.

Select Common/Global for the vlan12 HDFS.
Enter 12 on VLAN IDs of the Create VLAN IDs.
Click Ok and then, click Finish.
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Figure 16 Creating VLAN for Hadoop Data
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Creating a Server Pool

A server pool contains a set of servers. These servers typically share the same characteristics. Those
characteristics can be their location in the chassis, or an attribute such as server type, amount of memory,
local storage, type of CPU, or local drive configuration. You can manually assign a server to a server
pool, or use server pool policies and server pool policy qualifications to automate the assignment

Follow these steps to configure the server pool within the Cisco UCS Manager GUI:
Select the Servers tab in the left pane in the UCS Manager GUI.
Select Pools > root.

Right-click the Server Pools.

Enter your required name (ucs) for the Server Pool in the name text box.

1

2

3

4. Select Create Server Pool.

5

6. (Optional) enter a description for the organization.
7

Click Next to add the servers.
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Figure 17 Setting Name and Description of the Server Pool

Unified Computing System Manager

EE— Set Name and Description
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8. Select all the Cisco UCS C240M3S servers to be added to the server pool you previously created
(ucs), then Click >> to add them to the pool.

9. Click Finish.
10. Click OK and then click Finish.

Figure 18 Adding Servers to the Server Pool
Unified Computing System Manager
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Creating Policies for Service Profile Templates

Creating Host Firmware Package Policy

Firmware management policies allow the administrator to select the corresponding packages for a given

server configuration. These include adapters, BIOS, board controllers, FC adapters, HBA options, ROM
and storage controller properties as applicable.

Follow these steps to create a firmware management policy for a given server configuration using the
Cisco UCS Manager GUI:

1. Select the Servers tab in the left pane in the Cisco UCS Manager GUI.
Select Policies > root.

Right-click Host Firmware Packages.

Select Create Host Firmware Package.

Enter your required Host Firmware package name (ucs).

Select Simple radio button to configure the Host Firmware package.
Select the appropriate Rack package that you have.

Click OK to complete creating the management firmware package.
Click OK.

L ® N A AW

Figure 19 Creating Host Firmware Package

] A Create Host Firmware Package H:H
Create Host Firmware Package

Name: ucs
Descripeon;
How would you like to configure the Host Firmware Package? @ Simpla  Advanced
Blade Package: <nat st
Ftack Package: 2 2(1b)C

Creating QoS Policies

Follow these steps to create the QoS policy for a given server configuration using the Cisco UCS
Manager GUI:
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Best Effort Policy

1. Select the LAN tab in the left pane in the Cisco UCS Manager GUI.
Select Policies > root.

Right-click QoS Policies.

Eal o

Select Create QoS Policy.

Figure 20 Creating QoS Policy
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Enter BestEffort asthe name of the policy.
Select BestEffort from the drop down menu.
Keep the Burst(Bytes) field as default (10240).
Keep the Rate(Kbps) field as default (line-rate).

e ® 2

Keep Host Control radio button as default (none).

10. When the pop-up window appears, click OK to complete the creation of the Policy.
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Figure 21 Creating Best Effort Qos Policy

Create QoS Policy

Platinum Policy

Select the LAN tab in the left pane in the UCSM GUL
Select Policies > root.

Right-click QoS Policies.

Select Create QoS Policy.

Enter Platinum as the name of the policy.

Select Platinum from the drop down menu.

Keep the Burst(Bytes) field as default (10240).
Keep the Rate(Kbps) field as default (line-rate).

Rl I A R o

Keep Host Control radio button as default (none).

10. When the pop-up window appears, click OK to complete the creation of the Policy.

Figure 22 Creating Platinum QoS Policy

Create QoS Policy

Create QoS Policy

Setting Jumbo Frames

Follow these steps for setting Jumbo frames and enabling QoS:

1. Select the LAN tab in the left pane in the UCSM GUI.
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Select LAN Cloud > QoS System Class.
In the right pane, select the General tab

In the Platinum row, enter 9000 for MTU.

Check the Enabled Check box next to Platinum.

In the Best Effort row, select best-effort for weight.
In the Fiber Channel row, select none for weight.
Click Save Changes.

Click OK.

L ® N A AW

Figure 23 Setting Jumbo Frames
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Creating Local Disk Configuration Policy

Follow these steps to create local disk configuration in the Cisco UCS Manager GUI:
1. Select the Servers tab on the left pane in the UCS Manager GUI.

Goto Policies > root.

Right-click Local Disk Config Policies.

Select Create Local Disk Configuration Policy.

Enter ucs as the local disk configuration policy name.

AU O

Change the Mode to Any Configuration. Uncheck the Protect Configuration
box.

Keep the FlexFlash State field as default (Disable).
8. Keep the FlexFlash RAID Reporting State field as default (Disable).

X

9. Click OK to complete the creation of the Local Disk Configuration Policy.
10. Click OK.
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Figure 24 Configuring Local Disk Policy
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Creating Server BIOS Policy

The BIOS policy feature in Cisco UCS automates the BIOS configuration process. The traditional
method of setting the BIOS is done manually and is often error-prone. By creating a BIOS policy and
assigning the policy to a server or group of servers, you can enable transparency within the BIOS settings
configuration.

Note  BIOS settings can have a significant performance impact, depending on the workload and the
applications. The BIOS settings listed in this section is for configurations optimized for best
performance which can be adjusted based on the application, performance and energy efficiency
requirements.

Follow these steps to create a server BIOS policy using the Cisco UCS Manager GUI:
1. Select the Servers tab in the left pane in the Cisco UCS Manager GUI.

Select Policies > root.

Right-click BIOS Policies.

Select Create BIOS Policy.

Enter your preferred BIOS policy name (ucs).

AU T o

Change the BIOS settings as per the following figures:
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Figure 25 Creating Server BIOS Policy

Unified Computing System Manager
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Figure 26 Creating Server BIOS Policy for Processor
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Figure 27 Creating Server BIOS Policy for Intel Directed 10

Create BIOS Policy

Unified Computing System Manager
Intel Directed 10

7. Click Finish to complete creating the BIOS policy.
8. Click OK.

Figure 28 Creating Server BIOS Policy for Memory
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Creating a Boot Policy

Follow these steps to create boot policies within the Cisco UCS Manager GUI:

1. Select the Servers tab in the left pane in the Cisco UCS Manager GUI.
2. Select Policies > root.
3. Right-click the Boot Policies.
4. Select Create Boot Policy.
Figure 29 Creating Bot Policy Part 1
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Equipment [Serwrs | Lan | san [ v ﬂd;nn B“;;‘*-IE""" o .
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5. Enter ucs as the boot policy name.
6. (Optional) enter a description for the boot policy.
7. Keep the Reboot on Boot Order Change check box unchecked.
8. Keep Enforce vNIC/vHBA/iSCSI Name check box checked.
9. Keep Boot Mode Default (Legacy).
10. Expand Local Devices > Add CD/DVD and select Add Local CD/DVD.
11. Expand Local Devices > Add Local Disk and select Add Local LUN.
12. Expand vNICs and select Add LAN Boot and enter ethO.
13. Click OK to add the Boot Policy.
14. Click OK.
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Figure 30 Creating Boot Policy Part 2

Creating a Service Profile Template

Follow these steps to create a service profile template:
1. Select the Servers tab in the left pane in the Cisco UCS GUI.
2. Right-click Service Profile Templates.

3. Select Create Service Profile Template.

Figure 31 Creating a Service Profile Template
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The Create Service Profile Template window appears.

The steps listed below provide a detailed configuration procedure to identify the service profile
template:

a. Name the service profile template as ucs.
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b. Select the Updating Template radio button.
c. Inthe UUID section, select Hardware Default as the UUID pool.

d. Click Next to continue to the next section.

Figure 32 Identify Service Profile Template

Identify Service Profile Template
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Configuring Network Settings for a Template

Follow these steps to configure the network settings for a template:

1. Keep the Dynamic vNIC Connection Policy field at the default.

2. Select Expert radio button for the option how would you like to configure LAN connectivity?
3. Click Add to add a vNIC to the template.
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Figure 33 Configuring Network Settings for a Template

The Create vNIC window displays. Name the vNIC as eth0.

Select ucs in the Mac Address Assignment pool.

Select the Fabric A radio button and check the Enable failover check box for the Fabric ID.
Check the vlan160_mgmt check box for VLANSs and select the Native VLAN radio button.
Select MTU size as 1500

Select adapter policy as Linux

10. Select QoS Policy as BestEffort.

11. Keep the Network Control Policy as Default.

® ® 2 a0 oA

12. Keep the Connection Policies as Dynamic vNIC.
13. Keep the Dynamic vNIC Connection Policy as <not set>.

14. Click OK.
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Figure 34 Configuring vNIC eth0

15.
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22.
23.
24.
25.

The Create vNIC window appears. Name the vNIC ethl.

Select ucs in the Mac Address Assignment pool.

Select Fabric B radio button and check the Enable failover check box for the Fabric ID.
Check the vlan12_ _HDFS check box for VLANSs and select the Native VLAN radio button
Select MTU size as 9000

Select adapter policy as Linux

Select QoS Policy as Platinum.

Keep the Network Control Policy as Default.

Keep the Connection Policies as Dynamic vNIC.

Keep the Dynamic vNIC Connection Policy as <not set>.

Click OK.
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Figure 35 Configuring vNIC ethl

The Create vNIC window appears.

26. Name the vNIC eth2.

27. Select ucs in the Mac Address Assignment pool.

28. Select Fabric A radio button and check the Enable failover check box for the Fabric ID.
29. Check the vlanll DATA check box for VLANSs and select the Native VLAN radio button
30. Select MTU size as 9000

31. Select adapter policy as Linux

32. Select QoS Policy as Platinum.

33. Keep the Network Control Policy as Default.

34. Keep the Connection Policies as Dynamic vNIC.

35. Keep the Dynamic vNIC Connection Policy as <not set>.

36. Click OK.
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Figure 36 Configuring vNIC eth2

Configuring a Storage Policy for a Template

Follow these steps to configure storage policies:
1. Select ucs for the local disk configuration policy.

2. Select the No vHBASs radio button for the option for How would you like to configure
SAN connectivity?

3. Click Next to continue to the next section.

r Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0)



Creating Policies for Service Profile Templates

Figure 37 Configuring Storage Settings

Unified Computing System Manager
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4. Click Next when the zoning window appears to go to the next section.

Figure 38 Configure Zoning
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Configuring vNIC/vHBA Placement for a Template

Follow these steps to configure vNIC/vHBA placement policy:
1. Select the Default Placement Policy option for the Select Placement field.
2. Select eth0, ethl and eth2 assign the vNICs in the following order:
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a. eth0
b. ethl
c. eth2
3. Review to make sure that all of the vNICs were assigned in the appropriate order.

4. Click Next to continue to the next section.

Figure 39 vNIC/vHBA Placement

Unified Computing System Manager

Configuring the Server Boot Order for a Template

Follow these steps to set the boot order for servers:
Select ucs in the Boot Policy name field.
Check the Enforce vNIC/vHBA/iSCSI Name check box.
Review to make sure that all of the boot devices were created and identified.

1
2
3
4. Verify that the boot devices are in the correct boot sequence.
5. Click OK.

6.

Click Next to continue to the next section.
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Figure 40 Creating Boot Policy
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In the Maintenance Policy window, follow these steps to apply the maintenance policy:
1. Keep the Maintenance policy at no policy used by default.

2. Click Next to continue to the next section.

Configuring the Server Assignment for a Template

In the Server Assignment window, follow these steps to assign the servers to the pool:

1. Select ucs for the Pool Assignment field.
2. Keep the Server Pool Qualification field at default.

3. Select ucs in Host Firmware Package .
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Figure 41 Server Assignment

ed Computing System Manager
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Configuring Operational Policies for a Template

In the Operational Policies Window, follow these steps:
1. Select ucs in the BIOS Policy field.
2. Click Finish to create the Service Profile template.

3. Click OK in the pop-up window to proceed.

Figure 42 Selecting BIOS Policy

Unified Computing System Manager
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Optionally specify infsemation that afiects how the system operates.
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Select the Servers tab in the left pane of the Cisco UCS Manager GUI.
1. Goto Service Profile Templates > root.
2. Right-click Service Profile Templates ucs.

3. Select Create Service Profiles From Template.

Figure 43 Creating Service Profiles from Template
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The Create Service Profile from Template window appears.

Figure 44 Selecting Name and Total Number of Service Profiles

Cisco UCS Manager will discover the servers. The association of the Service Profiles will take place
automatically.

The Final Cisco UCS Manager window is shown in Figure 45.

Figure 45 Cisco UCS Manager Displaying all Notes
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Configuring Disk Drives for OS on Name Nodes

Namenode and Secondary Namenode have a different RAID configuration compared to Data nodes. This
section details the configuration of disk drives for OS on these nodes (rhell and rhel2). The disk drives
are configured as RAID1, read ahead cache is enabled and write cache is enabled while battery is
present. The first two disk drives are used for operating system and remaining 22 disk drives are using
for HDFS as described in the following sections.

There are several ways to configure RAID: using LST WebBIOS Configuration Utility embedded in the
MegaRAID BIOS, booting DOS and running MegaCLI commands, using Linux based MegaCLI
commands, or using third party tools that have MegaCLI integrated. For this deployment, the first two
disk drives are configured using LSI WebBIOS Configuration Utility and rests are configured using
Linux based MegaCLI commands after the OS is installed.

0s Data
Disk drives 1 and 2 Disk Drives 3 to 24
configure RAID 1 configure RAID 1
using WebBIOS using Megacli

Follow these steps to create RAID1 on the first two disk drives to install the operating system:
1. When the server is booting, the following text appears on the screen:

2. Press <Ctrl><H> to launch the WebBIOS.

3. Press Ctrl+H immediately.

The Adapter Selection window appears.

1. Click Start to continue.

2. Click Configuration Wizard.

Figure 46 Adapter Selection for RAID Configuration

Adapter Selection T
R4

kg. Version

3. In the configuration wizard window, choose Clear Configuration and click Next to clear
the existing configuration.
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Figure 47 Clearing Current Configuration on the Controller

MegaRAID BIDS Config Utility Configuration Wizard

LSIs):

Configuration Hizard guides you through the steps for configuring the HegaRAID
systen easily and efficiently. The steps are as follows:

1. Drive Group definitions Groupdrivesinto Drive Groups.

2. Vircual Drive definitions Define virtual drives using chose drive groups.

3 Configuration Preview Preview configuration before it is saved.

Please choose appropriace configuration type:
w:{il Clear Configuration Allows you to clear existing configuration only.

¢~ New Configuration Clears the existing configuracion. If you have any existing daca
in the sarlier defined drives, the data will be lost.

7 Cancel | mp Next

4. Choose Yes when asked to confirm the wiping of the current configuration.
5. In the Physical View, make sure that all the drives are Unconfigured Good.

6. Click Configuration Wizard.

Figure 48 Confirming Clearance of the Previous Configuration on the Controller

wegaRAID BIOS Config Utility Confirm Page

ohs
“‘

1 want to

7. In the Configuration Wizard window choose the configuration type to be New Configuration
and click Next.
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Figure 49 Choosing to Create a New Configuration

8. Seclect the configuration method to be Manual Configuration; this enables you to have
complete control over all attributes of the new storage configuration, such as, the drive groups,
virtual drives and the ability to set their parameters.

9. Click Next.
Figure 50 Choosing the Manual Configuration Method

klegaRALD BIC fig Utility Configuration Wizard

Redundancy vhen possible =

The Drive Group Definition window appears. Use this window to choose the first two drives to create

drive group.

10. Click Add to Array to move the drives to a proposed drive group configuration in the Drive
Groups pane.

11. Click Accept DG and then, click Next.
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Selecting First Drive and Adding to the Drive Group
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- Slot: 3, SAS, HDD, 530,350 GB, Unco
i Slot: 4, ShE, HDD, 930.390 GB , Unco
i Slot: 5, 53, HOD, 930.390 GB, Unco

Slot: &, 3A3, HDD, 930.390 GB, Unco

3 Cancel | 4u Back | wp Next |

12. In the Span definitions Window, click Add to SPAN and click Next.

Figure 52

Span Definition Window

HMegaRAID BIOS Config Utility Config Wizard — Span Definition SI“"
oy

drop-down.Click on Add To Span. Array hole will be added to the
span.frray Hole addition can be undone by selecting the
Reclaim button.

| 'I v upell, B 1TE

Span Definition: To add array hole to a Span, select an array hole from the

iy Add to SPAN 4 Reclaim

X Cancel | 4w Back | wp Hexc |

13. In the Virtual Drive definitions window;

a.
b.
c.

d.
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Click Update Size.

Change Strip Size to 64 KB. A larger strip size produces higher read performance
From the Read Policy drop-down list, choose Always Read Ahead.

From the Write Policy drop-down list, choose Write Back with BBU.

Make sure RAID Level is set to RAIDI.

Click Accept to accept the changes to the virtual drive definitions.
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g. Click Next.

a

Note  Clicking Update Size might change some of the settings in the window. Make sure all settings are correct
before accepting.

Figure 53 Virtual Drive Definition Window

Jirtual Dr

14. After you finish the virtual drive definitions, click Next. The Configuration Preview window
appears showing VDO.

15. Check the virtual drive configuration in the Configuration Preview window and click Accept to
save the configuration.

Figure 54 Completed Virtual Drive Definition

=finition

Always Read Aheac
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16. Click Yes to save the configuration.

17. In the managing SSD Caching Window, click Cancel.

Figure 55 SSD Caching Window

wegaRAID BIOS Config Utility Manage SSD Caching

LSI)2

It is possible to enable 53D caching on the following new vircual drives.
Vircual Drive:

m

Enable

18. Click Yes when prompted to confirm the initialization.

Figure 56 Initializing Virtual Drive Window

wegaRAID BIOS Config Utility Confirm Page

LSI)2

All data on the new Virtual Drives will be lost. Yant to Initialize?

19. Set VDO as the Boot Drive and click Go.
20. Click Home.

21. Review the Configuration and click Exit.
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Figure 57 Setting Virtual Drive as Boot Drive
HMegaRAID BIOS Config Utility Virtual Drives SI“”
oy
o] B @
Virtual Drives:
GB: Optimal
¢ FastInitialize
¢ Slow Initialize
¢ Check Consistency
( Properties
i+ Set Boot Drive [current= NONE)
W Go | & Reser |
m Home 4u Back

Configuring disks 3-24 are done using Linux based MegaCLI command as described in the section about
Configuring Data Drives for Namenode later in this document.

Configuring Disk Drives for OS on Data Nodes

Nodes 3 through 64 are configured as data nodes. This section details the configuration of disk drives
for OS on the data nodes. As stated above, the focus of this CVD is the High Performance Configuration
featuring 24 1TB SFF disk drives. The disk drives are configured as individual RAIDO volumes with
1MB stripe size. Read ahead cache is enabled and write cache is enabled while battery is present. The
first disk drive is used for operating system and remaining 23 disk drives are using for HDFS as
described in the following sections.

Note  In the case of High Capacity Configuration featuring 12 4TB LFF disk drives, the disk drives are
configured as individual RAIDO volumes with 1MB stripe size. Read ahead cached is enable and write
cache is enabled while battery is present. Two partitions of 1TB and 3TB are created on the first disk
drive, the 1TB partition is used for operating system and the 3TB partition is used for HDFS along with
disk drives 2 through 12.

There are several ways to configure RAID: using LSI WebBIOS Configuration Utility embedded in the
MegaRAID BIOS, booting DOS and running MegaCLI commands, using Linux based MegaCLI
commands, or using third party tools that have MegaCLI integrated. For this deployment, the first disk
drive is configured using LSI WebBIOS Configuration Utility and rest is configured using Linux based
MegaCLI commands after the OS is installed.

Follow these steps to create RAIDO on the first disk drive to install the operating system:
1. When the server is booting, the following text appears on the screen:

a. Press <Ctrl><H> to launch the WebBIOS.
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b. Press Ctrl+H immediately.
The Adapter Selection window appears.
2. Click Start to continue.

3. Click Configuration Wizard.

Figure 58 Adapter Selection for RAID Configuration

Adapter Selection

L
51302

Firnuware Fkg. Version

4. Inthe configuration wizard window, choose Clear Configuration and click Next to clear the existing
configuration.

Figure 59 Clearing Current Configuration on the Controller

MegaRAID BIDS Config Utility Configuration Wizard

LsI3}?

Configuration Bizard guides you through the steps for configuring the HegaRAID
systen easily and efficiently. The steps are as follows:

1. Drive Group definitions Groupdrivesinto Drive Groups.
2. Vircual Drive definitions Define virtual drives using chose drive groups.
3 Configuration Preview Preview configuration before it is saved.

Please choose appropriace configuration type:

-

t its] Clear Configuration Allows you to clear existing configuration only.

¢~ New Configuration Clears the existing configuracion. If you have any existing daca
in the earlier defined drives, the daca will be lost.

7 Cancel | mp Next

5. Choose Yes when asked to confirm the wiping of the current configuration.
6. In the Physical View, make sure that all the drives are Unconfigured Good.

7. Click Configuration Wizard.
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Figure 60 Confirming Clearance of the Previous Configuration on the Controller

wegaRAID BIOS Config Utility Confirm Page

L]
LSI)2

8. In the Configuration Wizard window choose the configuration type to be New Configuration and
click Next.

Figure 61 Choosing to Create a New Configuration

wegaRAID BIOS Config Utility Configuration Wizard

LSI)2

Configuration Hizard guides you through the steps for configuring the HegaRAID
systen easily and efficiently. The steps are as follows:

1. Drive Group definitions Groupdrivesinto Drive Groups.
2. Vircual Drive definitions Define virtual drives using chose drive groups.
3 Configuration Preview Preview configuration before it is saved.

Please choose appropriace configuration type:
¢~ Clear Configuration Allows you to clear existing configuration only.

E New Configuration Clears the existing configuracion. If you have any existing daca
in the sarlier defined drives, the data will be lost.

¢~ Add Configuration Retains the old configuration and then adds nev drives to the
configuration. This is the safest operation
as it does not result in any data loss.

7 Cancel | mp Next |

9. Select the configuration method to be Manual Configuration; this enables you to have complete

control over all attributes of the new storage configuration, such as, the drive groups, virtual drives
and the ability to set their parameters.

10. Click Next.

r Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0)



Configuring Disk Drives for OS on Data Nodes ||

Figure 62 Choosing Manual Configuration Method

LsI3}?

:‘IEgaRﬂ[B BIOS Config Utility Configuration Wizard A
i

Select Configuration Hechod :

(o Hanual Configuration
Manually create drive groups and vircual drives and set their parameters as desired.

- Automatic Configuration
Automatically create the most efficient configuration.

Redundancy: Redundancy when possible _,:J

X Cancel | 4w Back | [Ty Hext] |

The Drive Group Definition window appears. Use this window to choose the first drive to create drive
groups.

11. Click Add to Array to move the drives to a proposed drive group configuration in the Drive Groups
pane.

12. Click Accept DG.
13. Click Next.

Figure 63 Selecting the First Drive and Adding to Drive Group

PizgaRAID BIOS Config Utility Config Wizard - Drive Group Definition

_|.5|::<

Drive Group Definition: To add drives to Drive Group,hold Control key while selecting
Unconf Good drives and click on Add to Array. Then Accept Drive
Group. Drive addition can be undone by selecting the Reclain
button.

| Drives ] DriveGrows |

Slot: 1, SAS, HDD, 930390 GB ,
12, SAS, HDD, 930.390GE ,
+3, SAS, HDD, 930.390 GB,
: 4, SAS, HDD, 930.390 GB,
: 5, SAS, HDD, 930.390 GE ,
:6, 3A%, HDD, 530.350 GB , ﬂ

© Add To Array

14. In the Span definitions Window, click Add to SPAN and click Next.
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Figure 64 Span Definition Window

wegaRAID BIOS Config Utility Config Mizard - Span Definition

il.s.lr:z

Span Definition: To add array hole to a Span, select an array hole fron the
drop-doun.Click on Add To Span. Array hole will be added to the
spanfirray Hole addition can be undone by selecting the
Reclain button.

©y Add to SPAN

X Cancel | 4w Back | [wpweRt |

15. In the Virtual Drive definitions window;
a. Click on Update Size.
b. Change Strip Size to IMB. A larger strip size produces higher read performance
c¢. From the Read Policy drop-down list, choose Always Read Ahead.
d. From the Write Policy drop-down list, choose Write Back with BBU.
e. Make sure RAID Level is set to RAIDO.
f. Click Accept to accept the changes to the virtual drive definitions.
g. Click Next.

~

Note  Clicking Update Size might change some of the settings in the window. Make sure all settings are correct
before accepting.
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Figure 65 Virtual Drive Definition Window

rtual Drive Definition

16. After you finish the virtual drive definitions, click Next. The Configuration Preview window
appears showing VDO.

17. Check the virtual drive configuration in the Configuration Preview window and click Accept to save
the configuration.

Figure 66 Completed Virtual Drive Definition

18. Click Yes to save the configuration.

19. In the managing SSD Caching Window, click Cancel.
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Figure 67 SSD Caching Window

wegaRAID BIOS Config Utility Manage SSD Caching

L]
LSI)2

It is possible to enable 53D caching on the following new vircual drives.
Vircual Drive:

m

Enable

20. Click Yes.when prompted to confirm the initialization.

Figure 68 Initializing Virtual Drive Window

wegaRAID BIOS Config Utility Confirm Page LSl

oy

All data on the new Virtual Drives will be lost. Yant to Initialize?

21. Set VDO as the Boot Drive and click Go.
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Figure 69 Setting Virtual Drive as Boot Drive

PiegaRalD BIDS Config Utility Virtual Drives

/el 2| -

Vircual Drives:

| l_g v (D0 B: Optamal

Fast Initialize

Slow Initimlize

Check Consistency
Properties

et Boot Drive (current= NONE)

(W | w Resec |

g m e @ W

22. Click Home.
23. Review the Configuration and Click Exit.

The steps above can be repeated to configure disks 2-24 or using Linux based MegaCLI commands as
described in the section about Configuring Data Drives later in this document.

Installing Red Hat Linux 6.4 with KVM

The following section provides detailed procedures for installing Red Hat Linux 6.4.

There are multiple methods to install Red Hat Linux operating system. The installation procedure
described in this deployment guide uses KVM console and virtual media from Cisco UCS Manager.

1. Log in to the Cisco UCS 6296 Fabric Interconnect and launch the Cisco UCS Manager application.
2. Select the Equipment tab.

3. In the navigation pane expand Rack-mounts and Servers.

4

Right click the server and select KVM Console.
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Figure 70 Selecting KVM Console Option

5. In the KVM window, select the Virtual Media tab.
6. Click the Add Image button found in the right hand corner of the Virtual Media selection window.
7. Browse to the Red Hat Enterprise Linux Server 6.4 installer ISO image file.

~

Note  The Red Hat Enterprise Linux 6.4 DVD is assumed to be on the client machine.
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Figure 71 Adding an ISO Image
a UCS / Rack -16 - K¥M Console =] 3
File Help

oot Server % shukdown Server S0 Resst

K¥M Consale I Server
kyM | Mirtual Media I

Client Yiew

Mapped | Read Only | Crive Exit |
r r & A - Floppy |
Create Image

|| || =) & - Remavable Disk
Add Image. ..
- I <) E: - CDJOVD —gl
r 4 @ D: - COJOVD Remove Image. .. |
Details 2 |
Details
Target Drive Mapped To Read Bytes ‘Write Bytes Duration
irtual COYDVD Mak mapped UUSE Reset |
Femovable Disk Mot mapped
Floppy Mot mapped

(@ Logged in a5 __computeToken_ @10,29,160.50 | Mok registered with UCS Central |— Syskem Time: 2013-03-08T22:01

8. Click Open to add the image to the list of virtual media.

Figure 72 Browse to Red Hat Enterprise Linux ISO Image
Lockin: [ Desktop - e e
18 Computer
" € Natwork.
7 4 Libraries
B Administrstor

Fiename:  [RHEL_6.4 x85_64.is0

_omn |
Fies of type:  Disk imags e (*.iso, *.img) - e |

F
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9. Check the check box for Mapped, next to the entry corresponding to the image you just added.In the
KVM window, select the KVM tab to monitor during boot.

10. In the KVM window, select the Boot Server button in the upper left corner.
11. Click OK.

12. Click OK to reboot the system.

Figure 73 Mapping ISO Image
 UCS / Rack -16 - K¥M Console [H[=] E3
Fia  Help
& Shutdown Server 3, Resst
KV Corsole | Server
woym | Wikl Medsa |
[ &=
Creste msge
Detals &
Detals
Target D |Mapped To [reasdeytes  [Wite Bytes  [Duration |
fitissl COJEND &5 C\UsersiAdministrator],.. 304 o 00:00:08 5B Reset
Femavable Dk Mok mapped
Floppy Mok mapped
{5 Logged in as _computeToken_@10.29. 160,50 | Mok registersd with LICS Central Systeen Tiens: 2013-03-08T22:04

On reboot, the machine detects the presence of the Red Hat Enterprise Linux Server 6.4 install media.

13. Select the Install or Upgrade an Existing System.
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Figure 74 Select Install Option

o UCS / Rack -16 - K¥VM Console

Helcome to Red Hat

P [Tab] to edit options

Autonat ic boot in 47

RED HAT’
ENTERPRISE LINUX' 6

COONTHN © SOO1-20% Rl WAL IR 300 BERArL. AN FgREY reveered.

)

8 Logged inas _computeToken_@10.29.160.50 | Mok registered with LCS Central System Time: 201 3-03-08722:16

14. Skip the Media test since you are installing from an ISO Image.
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Figure 75 Skipping Media Test

a UCS / Rack -16 - K¥M Console

IS[=] E3

File View Macros Tools Help

Y shubdown Server S0 Reset
KNM Console ] Sepver

KM ] Yirtual Media

Welcome to Red Hat Enterprise Linux for x86_64

Disc Found

To begin testing the media before
installation press DK.

Choose Skip to skip the media test
and start the installation.

<Tab>/<Alt-Tab> between elements | <Space> selects | <F12> next screen

(@ Logged in a5 __computeToken_ @10,29,160.50 | Mok registered with UCS Central Syskem Time: 2013-03-08T22:17

15. Click Next.
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Figure 76 Red Hat Linux Welcome Screen

RED HAT’

ENTERPRISE LINUX" 6

Red Hat. Inc. and others. All rights reserved.

16. Select the Language for the Installation
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Figure 77 Selecting Language for the Installation

k
What language would you like to use during the
installation process?

B

Arabic (s all)

Assamese (STiT)

Bengali (ar2=)

Bengali(india) (7557 (=1w5))
Bulgarian (Bbarapckm)

Catalan [Catala)
Chinese(Simplified) (E#H3z)
Chinese(Traditional) (H3Z(E&))
Croatian (Hrvatski)

Czech (Cestina)

Danish (Dansk) =
Dutch (Nederlands)
Estonian (eesti keel)
Finnish {suomi)

French (Frangais)
German (Deutsch)
Greek (EAANUIKG)
Gujarati (2pwzicll)
Hebrew (nmay)

Hindi (=)

Hungarian (Magyar)
Icelandic (islenska)
lloko (liokao)
Indonesian (Indonesia)

[<]

=

17. Select Basic Storage Devices.
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Figure 78 Selecting Basic Storage Devices

hWhat type of devices will your installation involve?
Basic Storage Devices

®) Installs or upgrades to typical types of storage devices. If you're not sure which option is right for you,
this is probably it.
_ Specialized Storage Devices

() Installs or upgrades to enterprise devices such as Storage Area Networks (SANs). This option will allow
you to add FCoE [ iSCSI [ zFCP disks and to filter out devices the installer should ignore.

‘- daBack | | B Next ‘

18. Select Fresh Installation.

19. Enter the Host name of the server and click Next.
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Figure 79 Selecting Fresh Installation

20.
21.
22.

Fresh Installation

@ ‘ _i_‘ Choose this option to install a fresh copy of Red Hat Enterprise Linux on your system. Existing software

and data may be overwritten depending on your configuration choices

Upgrade an Existing Installation

&) ‘ i‘ Choose this option if you would like to upgrade your existing Red Hat Enterprise Linux system. This

option will preserve the existing data on your storage device(s).

|- §aBack

Click Configure Network. The Network Connections window should appear.
In the Network Connections window, select the Wired tab.

Select the interface System ethO and click Edit.

Editing System eth0 appears.

23.
24,
25.
26.

27.
28.

Check the check box Connect automatically.
In the drop down menu select Manual Method.
Click Add and enter IP Address, Netmask and the Gateway.
For this demonstration use the following:
a. IP Address: 10.29.160.53
b. Netmask: 255.255.255.0
c¢. Gateway: 10.29.160.1
Add DNS servers (optional).
Click Apply.

| ‘ = Next |
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Figure 80 Configuring Network for eth0

Please name this computer. The
‘ hostname identifies the computer on &
= network.

Hostrame: | eil

Connection pame: | ethd
- ' Connect gutomatically
Network Connections Wired 802.1x Security | IPv4 Settings | IPvé Settings
® Wired | @ Wireless | "I’ Mobile Broadband @ VPN | & DSL Method: | Manual -
e Lstused | pdd Addresses
[spsemetno  never [ addeess  Netmask Gateway P
o b =
System ethz = e =
DS servers:
Search domairns:
Close
¥ Require Pve g for this ==
Boutes.
Awailable to all users Cancel Apply
e
4 Back wp Neat

29. Repeat the steps 26 to steps 28 for system ethl with the following
— 1P Address: 192.168.12.11

— Netmask: 255.255.255.0

Figure 81 Configuring Network for ethl

Please name this computer. The
‘ hostname idenitifies the computer on &
TS network,

Hostname: |rhell

Connection pame: | ethl
& Connect gutomatically
Network Connections el R02:0 Seaty) " Settings |ND Setiipoy
e, . -
& Wired | @ wireless §' Mabile Broadband | @ VPN & DSL Methoc: S| Manues =
Name Last Used Add Addresses
Systern et never = Address Netmask  Gateway and
[ Sysemetht __________never | [1s268021 2ssass2s50 |
System eth2 never | [ pelete... Delete
DNS servers: |
Search domains: |
Close
% Require IPva for this
Auwailable to all users cancel Apply
4 Back p Hext

30. Repeat the steps 26 to steps 28 for system eth2 with the following:
— 1P Address: 192.168.11.11

— Netmask: 255.255.255.0
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~

1@ Table 6 lists the IP address of the nodes in the cluster.

31. Select the appropriate Time Zone.

Figure 82 Select Time Zone

Please select the nearest city in your time zone:

Selected city: Los Angeles, America (Pacific Time)

|AmericajLos Angeles < |

W System clock uses UTC

‘- §aBack | | B Next ‘

3
32. Enter the root Password and click Next.
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Figure 83 Entering the Root Password

| the system. Enter a password for the root

E The root account is used for administering
1 user.

RpotEassword;|oo...... ‘

Confirm: | ........ ‘

L |_ 4aBack i ‘ = Next |

33. Select Use All Space and click Next.

34. Choose an appropriate boot drive.
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Figure 84 Selecting Install Options

Which type of installation would you like?

Use All Space
Removes all partitions on the selected device(s). This includes partitions created by other operating
systems

Tip: This option will remove data from the selected device(s). Make sure you have backups.

Replace Existing Linux System(s)
Removes only Linux partitions [created from a previous Linux installation). This does not remave ather
L9 - partitions you may have on your storage device(s) (such as VFAT or FAT32).

Tip: This option will remove data from the selected device(s). Make sure you have backups

y Shrink Current System
Shrinks existing partitions to create free space for the default layout

Use Free Space
Retains your current data and partitions and uses only the unpartitioned space on the selected device
i(s), assuming you have enough free space available.

Create Custom Layout
Manually create your own custom layout on the selected device(s) using our partitioning tool.

[] Encrypt system
] Review and modify partitioning layout

|_ daBack | ‘ B Next |
35. Click Write changes to disk and click Next.

Figure 85 Confirming Formatting of Disk

Writing storage configuration to disk

The partitioning options you have selected will
£55  now be written to disk. Any data on deleted or
reformatted partitions will be lost.

| Go back l | Write changes to disk |

36. Select Basic Server Installation and click Next.
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Figure 86 Selecting Type of Installation

The default installation of Red Hat Enterprise Linux is a basic server install. You can
optionally select a different set of software now.

( Database Server

O Web Server

O Identity Management Server

(O Virtualization Host

O Desktop

 Software Development Workstation
O Minimal

Please select any additional repositories that you want to use for software installation.

[ High Availability
[] Load Balancer
Red Hat Enterprise Linux

" ~

—

| = Add additional software repositories I | @Modify repository

You can further customize the software selection now, or after install via the software
management application.

@ Customize later () Customize now
| 4mBack ) Next

After the installer is finished loading, it will continue with the installation as shown in the figures below:

Figure 87 Starting the Installation

RED HAT’
ENTERPRISE LINUX' 6

SRRy T —

Installation Starting

Starting installation process
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Note

Figure 88

Installation in Progress

RED HAT’

ENTERPRISE LINUX' 6

Comrat © HO00-2040 Aed Mit i wad ofhen, AN Sghts reiarend.

Packages completed: 252 of 624

Installing redhat-loges-60.0.14-1.el6.noarch (26 MB]

PRed Hat-related icons and pictures

37. When the installation is complete, reboot the system.

38. Repeat steps | through 37 to install Red Hat Linux on Servers 2 through 64.

The OS installation and configuration of the nodes that is mentioned above can be automated through

PXE boot or third party tools.

The hostnames and their corresponding IP addresses are shown in Table 6.

Table 6

Hostnames and IP Addresses

rhell 10.29.160.53 192.168.12.11 192.168.11.11
rhel2 10.29.160.54 192.168.12.12 192.168.11.12
rhel3 10.29.160.55 192.168.12.13 192.168.11.13
rheld 10.29.160.56 192.168.12.14 192.168.11.14
rhel5 10.29.160.57 192.168.12.15 192.168.11.15
rhel6 10.29.160.58 192.168.12.16 192.168.11.16
rhel7 10.29.160.59 192.168.12.17 192.168.11.17
rhel8 10.29.160.60 192.168.12.18 192.168.11.18
rhel9 10.29.160.61 192.168.12.19 192.168.11.19
rhel10 10.29.160.62 192.168.12.20 192.168.11.20
rhelll 10.29.160.63 192.168.12.21 192.168.11.21
rhell2 10.29.160.64 192.168.12.22 192.168.11.22
rhell3 10.29.160.65 192.168.12.23 192.168.11.23
rhell4 10.29.160.66 192.168.12.24 192.168.11.24

r Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0)




Post OS Install Configuration

rhell5 10.29.160.67 192.168.12.25 192.168.11.25
rhell6 10.29.160.68 192.168.12.26 192.168.11.26
rhel64 10.29.160.116 192.168.12.74 192.168.11.74

Post OS Install Configuration

Choose one of the nodes of the cluster or a separate node as Admin Node for management such as HDP
installation, parallel shell, creating a local Red Hat repo and others. In this document, use rhell for this

suppose.

Setting Up Password-less Login

To manage all of the clusters nodes from the admin node we need to setup password-less login. It assists
in automating common tasks with Parallel-SSH (pssh) and shell-scripts without having to use passwords.

When Red Hat Linux is installed across all the nodes in the cluster, follow the steps below in order to
enable password less login across all the nodes.

1. Login to the Admin Node (rhell)
ssh 10.29.160.53

2. Run the ssh-keygen command to create both public and private keys on the admin node.

[rootérhell ~]# ssh-keygen
Generating public/private rsa key pair.
Enter file in which to save the key (/root/.ssh/id rsa):
Created directory '/root/.sshr'.
Enter passphrase (empty for no passphrase):
Enter same passphrase again:
Your identification has been saved in /froot/.ssh/id rsa.
Your public key has been saved in /froot/.ssh/id rsa.pub.
he key fingerprint is:
ab:4e:78:10:54:81:4e:04:8d:af:4f:a4:b2:c4:bb:88 rootirhell
he key's randomart image is:
--[ RSA 2048]----+
.=000. |

3. Run the following command from the admin node to copy the public key id_rsa.pub to all the nodes
of the cluster. ssh-copy-id appends the keys to the remote-host's .ssh/authorized key.

for IP in {53..116}; do echo -n "$IP ->"; ssh-copy-id -i ~/.ssh/id_rsa.pub 10.29.160.$1P; done

4. Enter yes for Are you sure you want to continue connecting (yes/no)?
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5. Enter the password of the remote host.

Installing and Configuring Parallel Shell

PARALLEL-SSH

Parallel SSH is used to run commands on several hosts at the same time. It takes a file of hostnames and
a bunch of common ssh parameters as parameters, executes the given command in parallel on the nodes
specified.

1. From the system that is connected to the Internet, download pssh.

wget https://parallel-ssh.googlecode.com/files/pssh-2.3.1.tar.gz

[rootiredhat ~]1# wget https://parallel-ssh.googlecode.com/files/pssh-2.3.1.tar.gz
--2013-04-24 05:39:42-- https://parallel-ssh.googlecode.com/files/pssh-2.3.1.tar.gz
Resolving parallel-ssh.googlecode.com... 74.125.129.82, 2607:f8b0:400e:c02::52
Connecting to parallel-ssh.googlecode.com|74.125.129.82(:443... connected.

HTTP request sent, awaiting response... 200 0K

Length: 23427 (23K) [application/x-gzip]

Saving to: &dpssh-2.3.1.tar.gz.1la

100

2013-04-24 05:39:43 (240 KB/s) - &pssh-2.3.1.tar.gz.1a

scp pssh-2.3.1.tar.gz rhell:/root

2. Copy pssh-2.3.1.tar.gz to the Admin Node

ssh rhell
tar xzf pssh-2.3.1.tar.gz
cd pssh-2.3.1
python setup.py install
3. Extract and Install pssh on the Admin node.
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[rootéredhat ~]# scp pssh-2.3.1.tar.gz rhell:/root

The authenticity of host 'rhell (10.29.160.53)' can't be established.
RSA key fingerprint is 25:15:c9:7d:e0:db:78:2c:0d:ce:eb:2d:e3:e2:5e:44.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added 'rhell' (RSA) to the list of known hosts.
rootiérhell's password:

pssh-2.3.1.tar.gz

[rootiredhat ~]# ssh rhell

rootiérhell's password:

Last login: Wed Apr 24 09:06:38 2013 from 10.29.160.90

[rootiérhell ~]# tar xzf pssh-2.3.1.tar.gz

[rootl@rhell ~]# cd pssh-2.3.1

[rootlrhell pssh-2.3.1]# python setup.py install

running install

running build

running build py

running build scripts

running install 1ib

running install scripts

changing mode of /fusr/bin/pslurp to 755

changing mode of /fusr/bin/pnuke to 755

changing mode of /fusr/bin/prsync to 755

changing mode of /fusr/bin/pscp to 755

changing mode of /usr/bin/pssh-askpass to 755

changing mode of /fusr/bin/pssh to 755

running install data

running install egg_info

Removing /usr/lib/python2.6/site-packages/pssh-2.3.1-py2.6.egg-info
Writing /usr/lib/python2.6/site-packages/pssh-2.3.1-py2.6.egg-info

4. Create a host file containing the IP addresses of all the nodes and all the Datanodes in the cluster.
This file is passed as a parameter to pssh to identify the nodes to run the commands on.

vi /root/allnodes

# This file contains ip address of all nodes of the cluster
#used by parallel-shell (pssh). For Details man pssh
10.29.160.53

10.29.160.54

10.29.160.55

10.29.160.56

10.29.160.57

10.29.160.58

10.29.160.59

10.29.160.60

10.29.160.61

10.29.160.62

10.29.160.63

10.29.160.64

10.29.160.65

10.29.160.66

10.29.160.67

10.29.160.68

10.29.160.116
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CLUSTER SHELL

vi /root/datanodes
10.29.160.55
10.29.160.56
10.29.160.57
10.29.160.58
10.29.160.59
10.29.160.60
10.29.160.61
10.29.160.62
10.29.160.63
10.29.160.64
10.29.160.65
10.29.160.66
10.29.160.67
10.29.160.68

10.29.160.116

From the system connected to the Internet, download the Cluster shell (clush) and install it on rhell.
Cluster shell is available from EPEL (Extra Packages for Enterprise Linux) repository.

wget

http://dl.fedoraproject.org/pub/epel//6/x86 64/clustershell-1.6-1.elé6
.noarch.rpm

scp clustershell-1.6-1.el6.noarch.rpm rhell:/root/

Login to rhell and install cluster shell

yum install clustershell-1.6-1.el6.noarch.rpm

Edit /etc/clustershell/groups file to include hostnames for all the nodes of the cluster.

For 64 node cluster all: rhel[1-64]

Configuring /etc/hosts

Follow the steps below to create the host file across all the nodes in the cluster:

1.

Populate the host file with IP addresses and corresponding hostnames on the Admin node (rhell).

vi /etc/hosts

127.0.0.1 localhost localhost.localdomain localhost4
localhost4.localdomain4

::1 localhost localhost.localdomain localhosté
localhost6.localdomainé

192.168.12.11 rhell

192.168.12.12 rhel2

192.168.12.13 rhel3
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192
192
192
192
192
192
192
192
192
192
192
192
192

192

.168
.168
.168.
.168
.168
.168.
.168
.168
.168.
.168
.168
.168.
.168

.168

.12
.12

.12
.12

.12
.12

.12
.12

.12

.12

.14
.15
.16
.17
.18
.19
.20
.21
.22
.23
.24
.25
.26

rhel4
rhel5
rhelé6
rhel?7
rhel8
rhel9
rhellO0
rhelll
rhell2
rhell3
rhell4d
rhell5
rhellé

12

12

12

12

.74 rhelé64

Post OS Install Configuration

1. Deploy /etc/hosts from the admin node (rhell) to all the nodes via the following pscp command:

pscp -h /root/allnodes /etc/hosts /etc/hosts

[rootirhell ~]# pscp -h froot/allnodes /fetc/hosts /etc/hosts

[1]
[2]
[31]
[4]

11:

11:4
11:4
11:4
11:4
11:4
11:¢
11:¢4
11:40:
11:4

11:4
11:4

11:
11:
11:
11:

11:

SUCCESS
SUCCESS
SUCCESS
SUCCESS

10.
10.
10.
10.

29
29
29

29.160

SUCCESS

(SUCCESS

.160
.160
.160
9.160
2.160

160
160
160

160

.160.

.160
.160
.160
.160

9.160

.160.

.53
.55
.58
.56
.57
T
.61
.66
.64

.68
59
.62
.65
.67
.60
.63

116

Creating Red Hat Local Repository

Note

To create a repository using RHEL DVD or ISO on the admin node (in this deployment, rhell is used
for this purpose), create a directory with all the required RPMs; run the createrepo command and then
publish the resulting repository.

1. Log on to rhell. Create a directory that would contain the repository.

mkdir -p /var/www/html/rhelrepo

2. Copy the contents of the Red Hat DVD to /var/www/html/rhelrepo

3. Alternatively, if you have access to a Red Hat ISO Image, Copy the ISO file to rhell.

scp rhel-server-6.4-x86_ 64-dvd.iso rhell:/root

Here we assume you have the Red Hat ISO file located in your present working directory.
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mkdir -p /mnt/rheliso
mount -t iso09660 -o loop /root/rhel-server-6.4-x86 64-dvd.iso
/mnt/rheliso/

4. Copy the contents of the ISO to the /var/www/html/rhelrepo directory
cp -r /mnt/rheliso/* /var/www/html/rhelrepo

5. Onrhell, create a repo file to enable the use of the yum command.

vi /var/www/html/rhelrepo/rheliso.repo
[rhel6.4]

name=Red Hat Enterprise Linux 6.4
baseurl=http://10.29.160.53/rhelrepo
gpgcheck=0

enabled=1

~

Note  Based on this repository file, yum requires httpd to be running on rhell for other nodes to access the
repository. Steps to install and configure httpd are in the following section.

6. Copy the rheliso.repo to all the nodes of the cluster.

pscp -h /root/allnodes /var/www/html/rhelrepo/rheliso.repo
/etc/yum.repos.d/

[rootfrhell ~]# pscp -h /root/allnodes /fvar/www/html/rhelrepo/rheliso.rep

7. To make use of repository files on rhell without httpd, edit the baseurl of repo file
/etc/yum.repos.d/rheliso.repo to point repository location in the file system.

vi /etc/yum.repos.d/rheliso.repo
[rhel6.4]

name=Red Hat Enterprise Linux 6.4
baseurl=file:///var/www/html/rhelrepo
gpgcheck=0

enabled=1

8. pssh -h /root/allnodes "yum clean all"
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[rootf@rhell ~]# pssh -h /root/allnodes "yum clean all"
12:14:09 [SUCCESS] 10.29.160.55
12:14:09 [SUCCESS] 10.29.160.53
12:14:09 [SUCCESS] 10.29.160.57
123 :09 [SUCCESS . 160.54
121 :09 [SUCCESS] .29.160.62

:09 [SUCCESS .29.160.59
:09 [SUCCESS .29.160.56
4:09 [SUCCESS .29.160.58
:09 [SUCCESS] : 160.61
:09 [SUCCESS] .29.160.65
:09 [SUCCESS .29.160.60
:09 [SUCCESS .29.160.68
:09 [SUCCESS 5 .160.63
:09 [SUCCESS] .29.160.64
4:10 [SUCCESS] .29.160.66
:10 SUCQESS x . .67

.10 [SUCCESS] .29.160.116

Creating the Red Hat Repository Database

Install the createrepo package. Use it to regenerate the repository database(s) for the local copy of the
RHEL DVD contents. Then purge the yum caches.

yum -y install createrepo
cd /var/www/html/rhelrepo
createrepo

yum clean all

[rootirhell rhelrepol# createrepo
368/3596 - Packages/pygobject2-doc-2.20.0-5.el16.x86_64.rpm
is0-8859-1 encoding on Ville Skyttd <ville.skyttafiki.fi> - 2.8.2-2

3596 /3596 - Packages/lohit-bengali-fonts-2.4.3-6.elé.noarch.rpm
Paving Primary metadata

Baving file lists metadata

Baving other metadata

Upgrading the LSI driver

The latest LSI driver is required for performance and bug fixes. The latest drivers can be downloaded
from the link below:

http://software.cisco.com/download/release.html?mdfid=284296254& flowid=31743 &softwareid=2838
53158&release=1.5.1&relind=AVAILABLE&rellifecycle=&reltype=latest

In the ISO image, the required driver kmod-megaraid_sas-06.602.03.00 rhel6.4-2.x86 64.rpm can be
located at ucs-cxxx-drivers.1.5.1\Linux\Storage\LSI\92xx\RHEL\RHEL6.4
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From a node connected to the Internet, download and transfer

kmod-megaraid_sas-06.602.03.00 rhel6.4-2.x86_64.rpm to rhell (admin node). Install the rpm on all

nodes of the cluster using the following pssh commands. For this example, the rpm is assumed to be in
present working directory of rhell.

pscp -h /root/allnodes
kmod-megaraid sas-06.602.03.00 rhel6.4-2.x86 64.rpm /root/

rootfirhell ~1# pscp —-h /root/allnodes

rhel6.4-2.x86 64.rpm /root/
:46:54 s5] 10.29.160

kmod-megaraid sas-06.602

pssh -h /root/allnodes "rpm -ivh
kmod-megaraid sas-06.602.03.00 rhel6.4-2.x86 64.rpm "

[

]
[+]

h -h
.03.00

(+}

T mEWR R

Make sure that the above installed version of kmod-megaraid_sas driver is being used on all nodes by
running the command "modinfo megaraid sas" on all nodes.

pssh -h /root/allnodes "modinfo megaraid_ sas | head -5"

Installing httpd

Follow these steps to install httpd:
1. Install httpd on the admin node to host repositories.

The Red Hat repository is hosted using HTTP on the admin node, this machine is accessible by all
the hosts in the cluster.
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yum -y install httpd

2. Add ServerName and make the necessary changes to the server configuration file.

/etc/httpd/conf/httpd.conft
ServerName 10.29.160.53:80

HServerName www.example.com:80
ServerName 10.29.160.53:80

UseCanonicalName: Determines how Apache constructs self-referencing
URLs and the SERVER NAME and SERVER PORT wvariables.

When set "0ff", Apache will use the Hostname and Port supplied
by the client. When set "On", Apache will use the value of the
ServerName directive.

seCanonicalName Off

3. Ensure httpd is able to read the repofiles
chcon -R -t httpd sys content t /var/www/html/rhelrepo

4. Start httpd

service httpd start
chkconfig httpd on

Installing xfsprogs

Follow these steps to install xfsprogs;
1. Install xfsprogs on all the nodes for xfs filesystem.

pssh -h /root/allnodes "yum -y install xfsprogs"

ssh -h /root/allnodes "yum -y install xfsprogs"
10.29.160.57
.56
.53
50.59
.61
.63

.54
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Setting JAVA HOME

Execute the following command on admin node (rhell):

echo "export JAVA HOME=/usr/lib/jvm/jre-1.7.0-openjdk.x86 64" >>
/etc/profile

[root@rhell ~]# echo export JAVA_HOME=/fusr/Llib/jvm/jre-1.7.0-openjdk.x86_64 == Jfetc/profile

Copy the profile file from admin node (rhell) to all the nodes using the following command:

pscp -h /root/allnodes /etc/profile /etc/

NTP Configuration

The Network Time Protocol (NTP) is used to synchronize the time of all the nodes within the cluster.
The Network Time Protocol daemon (ntpd) sets and maintains the system time of day in synchronism
with the timeserver located in the admin node (rhell). Configuring NTP is critical for any Hadoop
Cluster. If server clocks in the cluster drift out of sync, serious problems will occur with HBase and other
services.

¥ Installing an internal NTF s enver k eeps wour cluster synchronized evenwhen anoutside N TP
senmel i indccessible.

1. Configure /etc/ntp.conf on the admin node with the following contents:

vi /etc/ntp.conft

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

server 127.127.1.0

fudge 127.127.1.0 stratum 10
includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

2. Create /root/ntp.conf on the admin node and copy it to all nodes:

vi /root/ntp.conf

server 10.29.160.53

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys
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3. Copy ntp.conf file from the admin node to /etc of all the nodes by executing the following command
in the admin node (rhell)

for SERVER in {54..116}; do scp /root/ntp.conf 10.29.160.$SERVER:/etc/ntp.conf; done

~

Note Do not use pssh /root/allnodes command without editing the host file allnodes as it overwrites
/etc/ntp.conf from the admin node.

4. Syncronize the time and restart NTP daemon on all nodes:

pssh -h /root/allnodes "yum install -y ntpdate"
pssh -h /root/allnodes "service ntpd stop"

pssh -h /root/allnodes "ntpdate rhell"

pssh -h /root/allnodes "service ntpd start"

[rootirhell ~]# pssh -h /root/allnodes "service ntpd restart"

SUCCESS

SUCCESS

Make sure restart of NTP daemon across reboots:

pssh -h /root/allnodes "chkconfig ntpd on"

Enabling Syslog

Syslog must be enabled on each node to preserve logs regarding killed processes or failed jobs. Modern
versions such as syslog-ng and rsyslog are possible, making it more difficult to be sure that a syslog
daemon is present. One of the following commands should suffice to confirm that the service is properly
configured:

clush -B -a rsyslogd -v
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clush -B -a service rsyslog status

Setting ulimit

Note

Note

On each node, ulimit -n specifies the number of inodes that can be opened simultaneously. With the
default value of 1024, the system appears to be out of disk space and shows no inodes available. This
value should be set to 64000 on every node.

Higher values are unlikely to result in an appreciable performance gain.

For setting ulimit on Redhat, edit /etc/security/limits.conf and add the following lines:

root soft nofile 64000
root hard nofile 64000

Verify the ulimit setting with the following step:

ulimit values are applied on a new shell, running the command on a node on an earlier instance of a shell
will show old values

1. Run the following command at a command line. The command should report 64000.

clush -B -a ulimit -n

Disabling SELinux

N

Note

SELinux must be disabled during the HDP install procedure and cluster setup. SELinux can be enabled
after installation and while the cluster is running.

SELinux can be disabled by editing /etc/selinux/config and changing the SELINUX line to
SELINUX=disabled. The following command will disable SELINUX on all nodes.

pssh -h /root/allnodes "sed -1i
's/SELINUX=enforcing/SELINUX=disabled/g' /etc/selinux/config "

*sed -i ‘s/enforcing/disabled/g' /etc/selinux/config"

] 14:07:40

pssh -h /root/allnodes "setenforce 0"

The above command may fail if SELinux is already disabled
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Set TCP Retries

Adjusting the tcp_retries parameter for the system network enables faster detection of failed nodes.
Given the advanced networking features of UCS, this is a safe and recommended change (failures
observed at the operating system layer are most likely serious rather than transitory). On each node, set
the number of TCP retries to 5 can help detect unreachable nodes with less latency.

1. Edit the file /etc/sysctl.conf and add the following line:

net.ipv4.tcp retries2=5

2. Save the file and run:

clush -B -a sysctl -p

Disabling the Linux Firewall

The default Linux firewall settings are far too restrictive for any Hadoop deployment. Since the Cisco
UCS Big Data deployment will be in its own isolated network, there is no need to leave the iptables
service running.

pssh -h /root/allnodes "service iptables stop"

[rootérhell ~]# pssh -h froot/allnodes "service iptables stop™
[1] 14: 125 [SUCCESS] 10.29.160.54
[2] 14: SUCCESS] 10.29.160.55
[3] 14: SUCCESS] 10.29.160.57
14:13 SUCCESS] 10. .160.59
14:13 C .160.56
14: - 29.160.62
14:13 s 1] .160.60
14: 2 ‘ESS . .160.66
14: SUCCESS .160.
SUCCESS .29.160.63
SUCCESS .29.160.
SUCCESS .29.160.
[ SUCCESS] .29.160.
SUCCESS .29.160.68
SUCCESS .29.160.
SUCCESS i .160.

SUCCESS .29.160.

pssh -h /root/allnodes "chkconfig iptables off"
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[rootfirhell ~]

[1]
[2]
[3]

[4]

[5]

14

| Configuring Data Drives on Name Node

ssh -h froot/allnodes "chkconfig iptables off"
" 10.29

SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS

.160.
.160.
.160.
.160.
.160.
.160.

54
55

7.160.6

9.160.66

Configuring Data Drives on Name Node

The section Configuring Disk Drives for OS on Name Nodes describes the steps to configure the first
two disk drives for the operating system for nodes rhell and rhel2. The remaining disk drives can also
be configured Raid 1 similarly or by using MegaCli as described below.

Follow these steps to configure data drive on Name Node:

1.

From the LSI website
http://www.lsi.com/support/Pages/Download-Results.aspx?keyword=9271-8i

Download MegaCli and its dependencies and transfer to Admin node.

scp /root/MegaClié4 rhell:/root/
scp /root/Lib Utils-1.00-08.noarch.rpm rhell:/root/
scp /root/Lib Utils2-1.00-01.noarch.rpm rhell:/root/

Copy all three files to all the nodes using the following commands:

pscp -h /root/allnodes /root/MegaClié4 /root/

[rootérhell ~]# pscp -h froot/allnodes /root/MegaClié4d /root/

[1]
[21]
[3]
[4]
[5]
[6]
[7]
[8]

[9]

[10]
[11]
[12]
[13]

13
13
13

:00
:00
:00

140
140
140
:40
:40
140
140
140
140

SUCCESS
SUCCESS

SUCCESS
SUCCESS

SUCCESS

SUCCESS]

SUCCESS

SUCCESS]

SUCCES

s

10
10.
10.

10.2

10
10
10
10.
10

10.2

.29.160

A 18
10.
10.
10.
10.
10.2
10.2

29.160.
.160
.160
.160
.160
.160
.160
160

.53

61

.58
.62
-1
.57
.66
.59
.60
.160.
3.160.
.160.
.160.
.160.
.160.

55
68
54
63
64
65

.160.

.160
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pscp -h /root/allnodes /root/Lib Utils* /root/

[rootérhell ~]# pscp -h /root/allnodes /root/Lib Utils* /root/
13 10.29.160.53
13: .58
.59
.60
67
.63
.61
57
.54
.56
.62
.55
SUCCESS . .64
SUCCESS] -29. .66
SUCCESS . . .65
SUCCESS 29, .68

w0

s
=
s
s
=
s
s

116

4. Run the following command to install the rpms on all the nodes:

pssh -h /root/allnodes "rpm -ivh Lib Utils*"

rootérhell ~]# pssh -h /root/allnodes "rpm -ivh Lib_Utils*”

- SUCCESS 3.160.64
SUCCESS . .160.62

SUCCESS . .160.57

SUCCESS .160.66

SUCCESS . .160.58

[ SUCCESS .160.59

.160.54

.160.67

SUCCESS

5. Run the following script as root user on NameNode and Secondary NameNode to create the virtual
drives.

vi /root/raidl.sh
./MegaClie4 -cfgldadd
r1[$1:3,$1:4,$1:5,%81:6,$1:7,81:8,$1:9,%$1:10,%$1:11,%1:12,$1:13,381:14,S

1:15,$1:16,$1:17,%$1:18,51:19,51:20,$1:21,%1:22,$1:23,%$1:24] wb ra
nocachedbadbbu strpsz1024 -a0

The above script requires enclosure ID as a parameter.

6. Run the following command to get enclousure id:
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./MegaCli64 pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' |
sort | unig -c¢ | awk '{print $2}'

chmod 755 raidl.sh

7. Run MegaCli script as follows:

./raidl.sh <EnclosureID> obtained by running the command above

WB: Write back

RA: Read Ahead

NoCachedBadBBU: Do not write cache when the BBU is bad.
Strpsz1024: Strip Size of 1024K

~

Note  The command above will not override any existing configuration. To clear and reconfigure existing
configurations refer to Embedded MegaRAID Software Users Guide available at www.Isi.com

Configuring the Filesystem for NameNodes

vi /root/driveconf.sh

#!/bin/bash

#disks count="1lsblk -id | grep sd | wc -1
#if [ $disks count -eq 2 ]; then

# echo "Found 2 disks"

~

#else

# echo "Found $disks count disks. Expecting 2. Exiting.."
# exit 1

fi

[[ "-x" == "${1}" 1] && set -x && set -v && shift 1

for X in /sys/class/scsi _host/host?/scan

do

echo '- - -' > ${X}

done

for X in /dev/sd?

do

echo $X

if [[ -b ${X} && ~/sbin/parted -s ${X} print quit|/bin/grep -c boot’
-ne 0 11

then

echo "$X bootable - skipping.™"

continue

else

Y=${X##*/}1

/sbin/parted -s ${X} mklabel gpt quit

/sbin/parted -s ${X} mkpart 1 6144s 100% quit
/sbin/mkfs.xfs -f -g -1 size=65536b,lazy-count=1,su=256k -d
sunit=1024,swidth=6144 -r extsize=256k -L ${Y} ${X}1

(( $? )) && continue
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/bin/mkdir -p /DATA/S${Y}
(( 8? )) && continue

/bin/mount -t xfs -0 allocsize=128m,noatime,nobarrier,nodiratime
${x}1 /DATA/S${Y}
(( $? )) && continue

echo "LABEL=${Y} /DATA/${Y} xfs
allocsize=128m,noatime, nobarrier,nodiratime 0 0" >> /etc/fstab

fi
done

Configuring Data Drives on Data Nodes

The section Configuring Disk Drives for OS on Data Nodesdescribes the setps to configure the first disk
drive for the operating system for nodes rhel3 to rhel64. Remaining disk drives can also be configured
similarly or using MegaCli as described below.

Issue the following command from the admin node to create the virtual drives with RAID 0
configurations on all the datanodes:

pssh -h /root/datanodes "./MegaCli64 -cfgeachdskraid0 WB RA direct
NoCachedBadBBU strpszl1024 -a0"

WB: Write back
RA: Read Ahead
NoCachedBadBBU: Do not write cache when the BBU is bad.

Strpsz1024: Strip Size of 1024K

Note  The command above will not override existing configurations. To clear and reconfigure existing
configurations refer to Embedded MegaRAID Software Users Guide available at www.Isi.com.

Note  Make sure all the drives are up by running the following command: . /MegaCli64 -PDList -aAll
|grep -i "Firmware state"
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Configuring the Filesystem for Data Nodes

On the Admin node, create a file containing the following script.

1. To create partition tables and file systems on the local disks supplied to each of the nodes, run the
following script as the root user on each node:

vi /root/driveconf.sh

#!/bin/bash

#disks count="1lsblk -id | grep sd | wc -1°
#if [ $disks count -eq 24 ]; then

# echo "Found 24 disks"

#else

# echo "Found $disks count disks. Expecting 24. Exiting.."
# exit 1

fi

[[ "-x" == "${1}" 1] && set -x && set -v && shift 1

for X in /sys/class/scsi _host/host?/scan

do

echo '- - -' > ${x}

done

for X in /dev/sd?

do

echo $X

if [[ -b ${X} && ~/sbin/parted -s ${X} print quit|/bin/grep -c boot’
-ne 0 1]

then

echo "$X bootable - skipping.™"

continue

else

Y=${X##*/}1

/sbin/parted -s ${X} mklabel gpt quit

/sbin/parted -s ${X} mkpart 1 6144s 100% quit
/sbin/mkfs.xfs -f -g -1 size=65536b,lazy-count=1,su=256k -d
sunit=1024,swidth=6144 -r extsize=256k -L ${Y} ${x}1

(( $? )) && continue

/bin/mkdir -p /DATA/${Y}

(( $? )) && continue

/bin/mount -t xfs -0 allocsize=128m,noatime,nobarrier,nodiratime
${x}1 /pDATA/${Y}

(( $? )) && continue

echo "LABEL=${Y} /DATA/${Y} xfs

allocsize=128m,noatime, nobarrier,nodiratime 0 0" >> /etc/fstab
fi

done

2. Run the following command to copy driveconf.sh to all the data nodes:

pscp -h /root/datanodes /root/driveconf.sh /root/

3. Run the following command from the admin node to run the script across all data nodes:
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pssh -h /root/datanodes "./driveconf.sh"

[rootfrhell ~]1# pssh -h /root/allnodes "./driveconf.sh"
[1] 16:15 SUCCESS .160.67
[2] 16: sU 88 . .160.54
[3] H SUCCESS .29.160.63
[4] 16: 4 [SUCCESS .160.
[5] 16:15 SUCCESS .160.6!
[6] H 8U 858 . .160.
[7] H SUCCESS .160.6
[8] 16:15:24 [SUCCESS

[9] :15 SUCCESS

[10] H SUCCESS

[11] :15:24 [SUCCESS

[12]

[13]

[14]

[15]

[16]

641 16:

Installing Hortonworks Data Platform 2.0

HDP is an enterprise grade, hardened Hadoop distribution. HDP combines Apache Hadoop and its
related projects into a single tested and certified package. It offers the latest innovations from the open
source community with the testing and quality you expect from enterprise quality software. HPD
components are depicted in figure 10.

Figure 89 HDP Components
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Hortonworks Data Platform

Pre-Requisites for HDP Installation

This section details the pre-requisites for HDP Installation, such as setting up the HDP Repository.
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Hortonworks Repository

Follow these steps to install the Hortonworks Repository:

1.

From a host connected to the Internet, download the Hortonworks repositories as shown below and
transfer it to the admin node:

mkdir -p /tmp/Hortonworks

Download Hortonworks HDP Repo:

wget
http://public-repo-1.hortonworks.com/HDP/centos6/HDP-2.0.6.0-centos6-
rpm.tar.gz

Download Hortonworks HDP-Utils Repo:

wget
http://public-repo-1.hortonworks.com/HDP-UTILS-1.1.0.16/repos/centosé
/HDP-UTILS-1.1.0.16-centosé6.tar.gz

Download Ambari Repo:

wget
http://public-repo-1.hortonworks.com/ambari/centosé6/ambari-1.4.3.38-c
entosé6.tar.gz

Copy the repository directory to the admin node:

scp -r /tmp/Hortonworks/ rhell:/var/www/html

Extract the files:

login to rhell

cd /var/www/html/Hortonworks

tar -zxvf HDP-2.0.6.0-centosé6-rpm.tar.gz
tar -zxvf HDP-UTILS-1.1.0.l16-centosé6.tar.gz
tar -zxvf ambari-1.4.3.38-centos6.tar.gz

Create the hdp.repo file with following contents:
vi /etc/yum.repos.d/hdp.repo

[HDP-UTILS-1.1.0.16]

name=Hortonworks Data Platform Utils Version - HDP-UTILS-1.1.0.16
baseurl= http://rhell/Hortonworks/HDP-UTILS-1.1.0.16/repos/centosé
gpgcheck=0

enabled=1

priority=1
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[HDP]

name=Hortonworks Data Platform HDP

baseurl= http://rhell/Hortonworks/HDP/centos6/2.x/updates/2.0.6.0
gpgcheck=0

enabled=1

priority=1

8. Create the Ambari repo file with following contents:
vi /etc/yum.repos.d/ambari.repo
[Updates-ambari-1.4.3.38]
name=ambari-1.4.3.38 - Updates
baseurl= http://rhell/Hortonworks/ambari/centos6/1.x/updates/1.4.3.38
gpgcheck=0

enabled=1
priority=1

9. From the admin node copy the repo files to /etc/yum.repos.d/ of all the nodes of the cluster:

pscp -h /root/allnodes /etc/yum.repos.d/hdp.repo /etc/yum.repos.d/

pscp -h /root/allnodes /etc/yum.repos.d/ambari.repo /etc/yum.repos.d/

Hortonworks Data Platform Installation

Follow these steps to install HDP:

1. Install and Setup Ambari Server on rhell

yum install ambari-server

2. Setup Ambari Server

ambari-server setup -j S$SJAVA HOME -s
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Start Ambari Server

ambari-server start

Confirm Ambari Server Startup

ps -ef | grep ambari-server

Log into Ambari Server

When the Ambari service has been started, access the Ambari Install Wizard through the browser.
1. Point the browser to http://<ip address for rhel1>:8080

2. Log in to the Ambari Server using the default username/password: admin/admin. This can be
changed at a later period of time.

[ A)

Sign in

Create Cluster Name

Following these steps to create the cluster name:
1. At the Welcome page, type "Cisco HDP2" as the name for the cluster in the text box.
2. Click Next.
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oot — Welcome to Apache Ambari!

Select Stack

Follow these steps to select stack:
1. Select HDP 2.0.6 stack.
2. Expand "Advanced Repository Options".
3. Under the advanced repository option:
— Select RedHat 6 checkbox

— Update the RedHat 6 Base URL to http://rhell/Hortonworks/
rhell/Hortonworks/HDP/centos6/2.x/updates/2.0.6.0/

Select Stack

o Bave URL
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Hortonworks Data Platform Installation

In order to build up the cluster, the install wizard needs to know general information about how the
cluster has to be set up. This requires providing the Fully Qualified Domain Name (FQDN) of each of
the host. The wizard also needs to access the private key file that was created in Setting Up

Password-less Login. It uses these to locate all the hosts in the system and to access and interact with
them securely.

1. Use the Target Hosts text box to enter the list of host names, one per line. One can also use ranges
inside brackets to indicate larger sets of hosts.

2. Select the option Provide your SSH Private Key in the Ambari cluster install wizard.

3. Copy the contents of the file /root/.ssh/id_rsa on rhell and paste it in the text area provided by the
Ambari cluster install wizard.

Note  Make sure that no extra white space after the text-----END RSA PRIVATE KEY-----

4. Click the Register and Confirm button to continue.

[rootérhell ~]1# cat /root/.sshfid_rsa
BEGIN RSA PRIVATE KEY
MIIEoQIBAAKCAQEAYDOIRbk4mBZrizcl/ 21iYT2h4vxKkIXA/uwQVPthFreUdgT
Zehw/QtdkTmeeghggsHmblCriF0mé EXW2cGoAX75hZWwTUDIR3IQ1vk6oYUNDW
BEgSTHMEUMKED7 tknkGkg5H+YHSPCONILL z/WgcolhZZ20tiCmrxeRNPGS1JIY74
AOBewMuNajAoVppPD6cLGF6 { NKORPEDUnCuwe RV5tko+g
nSOHpl IXVOMv23SHUwl3cswbgLdrr3atG6 YRieVrmmr /P1rEMpl92tzQ1lmHZMBEQG
WLRJTIL]Y gp5g7HQ M 50 4vmzwIBIWK
2 h+XEWMUXCJ3KoNEyBpr2nj 7KxckYas/8oLN6B1pYROU 4
hrGHNMALQWD) tHULOyX/9HD1mlDyTo2 NPY2 rHnJ+3J1isi92Dspc0lxR
£ MZYX gloxd84eHWly6bOoxUldh7hsQ
*K+xpdFils XKA65ABuezv9gg2 /Il
vbosniFbBUi2Z0S1u
CiKecOHFiulr

JCLHZQEgSeglNovelSOoLOiU
1dBdI sqEQKBgEERPBmMx8UVF3NZ92
0adlVpHt5TsSmolkvOSTEE+8Cw
o s5HLL3Z54QgqtwEpB4 hignUKvnt P1Q
WOFKhW2QEIUivDKuRlA0GASzr /EKIALUEFb5Gdb] Gb7kY3DVHS1BhSm
ck7ADAATNZXENZ3LOBgAL9TWS+ppE TERINOMFMNY1Y9EpyJs0S/ladLEOroWu
sCB8J8bu/5RNW ) :
xnsCgYAFRE45bB416pSmiiR1+gNCiihMS H+FmHMm
WPEUS5zVBra+yshh309IwjP
UKMhRFjXFQoY5ygNUkasvIu6S8Qlunl8N2IhEgwlg==
END RSA PRIVATE KEY
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Install Options

Target Hosts

riter 3 kst of NOsts wsing the Fully uaiified Domain Mame (FODN), one per ine. OF use

Host Registration Information

HnD2T1eW/BSLL

=

TaDALEROuCREARY L enlpomn

Hostname Pattern Expressions

Host name pattern expressions

Confirm Hosts

The following screen allows you to make sure that Ambari has located the correct hosts for the cluster
and to check those hosts to make sure they have the correct directories, packages, and processes to
continue the install.

If any hosts were selected in error, it can be removed by selecting the appropriate checkboxes and
clicking the grey Remove Selected button. To remove a single host, click the small white Remove button
in the Action column.

When the lists of hosts are confirmed, click Next.
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Confirm Hosts

Registening your hosts.
Please confirm L NOSE list 3N remonve Ay Norsts AL you d0 Hot want b Inchude in the ciuster

[ conmrioss | "8 e sveceo | T TTI T

r Hest Progress Status Action
r e S atecore
r e S arion
r o omes . s ahomore
[ LI #hemre
r s . - e
e . - (L
e [ P
romes S - ahacore
r e S ario
r rheitn . Al 5
1031 Checks passed on 64 regrstered Nosts. Click here 1o see he check

e ]

Choose Services

HDP is made up of a number of components. See Understand the Basics for more information.
1. Select all to preselect all items

2. When you have made your selections, click Next.

CLUSTER ISTALL WIZARI

Choose Services

CHOCE WhikEh SERACEs you want b9 install on your chuster

Service all[nene Varsion Description

P HOFS 2202060  Apsthe Hagoop Destributed File System

F YARN + MapReduce2 2202060  Apache Hadoop NextGen MapReduce (YARN)

P Mags 150 Nagics Meritening and Alerting syssem
F Gangla is0 (Ganga Metncs Collecbon system
F Hive + HC3 01202061 Dt warehouse System for 30.hoc queries & analysis of ange caasets

and tadie & storage management service

F Hease 09612061 Nor-relational dstnbuted database and centraized senace for
= Pig 04202061 Seripting platform for anatyzineg lange catasets
F Sgoop 1442061  Tool for transfeming bulk data between Apache Hadoop and structured

G513 SU0FES SUCH 33 relatonal databases

F Oone 4002060  System for workiow coOMINAtoN 3nd execution of Apache Hadoop jobs.
This also incuces the installation of the optional Gozie Wb Console
which rebes on and will install the £S5 Library.

F Zookeeper 452060 CeniralTed service whith provides highly relkatle distributed coormnaton

= Back Hend
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Assign Masters

The Ambari install wizard attempts to assign the master nodes for various services that have been
selected to appropriate hosts in the cluster. The right column shows the current service assignments by
host, with the hostname and its number of CPU cores and amount of RAM indicated.

1. Reconfigure the service assignment to match the table shown below.

Service Name Host
NameNode rhel1
SNameNode rhel2
HistoryServer rhel2
ResouceManager rhel2
Nagios Server rhel1
Ganglia Collector rhel1
HiveServer2 rhel2
HBase Master rhel2
Qozie Server rhel1
Zookeeper rhel1, rhel2, rhel3

Assign Masters

- | melt (2622 GB, &
5  rarmatioss | Haos Serve
Assign Masters ) T
K
e e = mei2 (252 2 GB, 4
A I D
5 C=ZED
 zockaupe
- [hel3 (3523 GB. 4
iy ez=n
=L ]
=
f e
e
oo

~

Note  On asmall cluster (<16 nodes), consolidate all master services to run on a single node. For large clusters
(> 64 nodes), deploy master services across 4 nodes.

2. Click Next.
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Assign Slaves and Clients

The Ambari install wizard attempts to assign the slave components (DataNodes, NodeManagers , and
RegionServers) to appropriate hosts in the cluster. Reconfigure the service assignment to match the table

below:
Client Service Name Host
DataNode rhel3 to rhel64
NodeManager rhel3 to rhel64
RegionServer rhel3 to rhel64
Client All nodes, rhel1-rhel64

1. Assign DataNode, NodeManager, RegionServer nodes to rhel3- rhel64.
2. Assign Client to all nodes.
3. Click Next.

Assign Slaves and Clients

Assign Staves and Clients

k] q 0

o q ] q 0 q a0 o u w I -
q
q

Customize Services

This section details the configuration settings for Hadoop components. The wizard attempts to set
reasonable defaults for each of the options here, but this can be modified to meet specific requirements.
The following sections provide configuration guidance that should be refined to meet specific use case
requirements.

HDFS
Update the following HDFS configurations:
Property Name Value
NameNode Java Heap Size 4096
Hadoop maximum Java heap size 4096
DataNode maximum Java heap size 4096
Datanode Volumes Failure Toleration 5
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* Secondary NameNode

SMarmeNode host

SecondaryNameNode
Checkpoint directory

* Datahode

DataMode hosts

DataNode directories

DataNode maximum Java
heap size

Datanode volumes
failure toleration

Customize Services

v come Up with recommended

HOFS Defaust (16) =

Hamenode hosts el

NameNide Grectones

rhel2

DATASdD madoop/hdfsnamesecondany

&1 others

MDATASdD 1 Madoophdfsidata
/DATASSIC V/hadoophadfsidata
/DATASSdD 1 Mmadoophdfsidata
/DATASsde 1 madoophdfsidata
/DATASs 1 Madoop/hofsidata

4096 MB

@

Undo

S Cveride

urations for the sery

MB

MB

Undo

E |
@ Override
©Overnde

Hortonworks Data Platform Installation
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WebHDFS enabled #

Hadoop maxdmurn Java 4096 MB ©
heap size

Reserved space for 1073741824 bytes @
HOFS

HOFS Maximum 21600 seconds @

Checkpoint Delay

HOFS Maximum Edit Log
Size for Checkpainting

ytes @

— Back

YARN
Update the following YARN configurations:

Property Name Value
ResourceManager Java heap size 4096
NodeManager Java heap size 2048
yarn.nodemanager.resource.memory-mb 184320
YARN Java heap size 4096
yarn.scheduler.minimum-allocation-mb 4096
yarn.scheduler.maximum-allocation-mb 184320

Customize Services
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* Node Manager

NodeManager rheld and 81 others

NodeManager Java heap 409 MB  ©Cverride DUndo

size

yam nodemanager resou 184320 @ Crvernide

rce memaory-mb

yarmn nodemanagervmem | 2.1 @ Cverride
-pmem-ratio

yam nodemanageriog-oi | /DATA/SOD I Madoop/yarmiog

L

rs fDATASsGC 1 /MadooplyamiAog
/DATA/sdd |/Madooplyarmiog © Overnide
/DATASsde 1Madoopiyarmiog =l
TDATA/ s 1 Madoopiyamiog
Yam nodeémanager local- TDATA/Ss 1 madooplyarmiocal al
dirs TDATA/SOK Madooplyarmiocal o
MDATA/zd hadoopAramiocal O Cvermnide
/DATAsdm 1 hadoopiyamAaocal -
/DATA/san 1 /hadoop/varrviocal
yam nodemanagerremot  /app-logs O Override
e-app-log-dir
yam nodemanagerremot  logs @ Overmide
e-app-log- dir-suffid
Warm NOdemanager aux- mapreduce_shuffie O Cverride
senices
yam nodemanageriogre | 504800 @ Overnide
tain-second
» General
YARN Java heap size ME DUndo
» Scheduler
»  Advanced
¥ Custom yarm-site xml
Attention:
~— Back Nend —
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MapReduce
Update the following MapReduce configurations:

Property Name Value
Default virtual memory for a job's map-task 4096
Default virtual memory for a job's reduce-task 8192
Map-side sort buffer memory 1638
yarn.app.mapreduce.am.resource.mb 8192
mapreduce.map.java.opts -Xmx3276m
mapreduce.reduce.java.opts -Xmx6552m
yarn.app.mapreduce.am.command-opts -Xmx6552m

Customize Services

Customog Serices oL MapReduced Dedault (84
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* Advanced

Mapreduce Log Dir Prefic | Avardogmadoop-mapreduce

Mapreduce PID Dir Prefix Mariranhadoop-rmapreduce

yam.app. mapreduce.am 8192 @ Overnide
resource mh
mapreduce. admin.map.c -Djava net preferiPvdStacke=true -Dhadoop metrics log level=w, @ Overnde
hild java opts
magreduce admin reduc -Djava net preferiPvdStackstrue -Dhadoop metrics log level=w. @ Overnde

e.child java.opts

mapreduce admin usere LD_LIBRARY_PATH=/usrlivhadoopiibnathive fusrlibihadoopdi @ Crvernide
Ll

mapreduce am max- 2 @ Crverride
atempts

mapreduce. application.cl  $HADOOP_MAPRED_HOMEishareMadoop/mapreduce/™ SHAD @ Override

asspath

mapreduce cluster admin nadaop QOrvernide
Istrators

mapreduce frameworkna  yam O Override
me

mapreduce job reduce s 005 @ Cwerride

owstart completedmaps

mapreduce jobhistory ad rhei2: 10020 O Cverride
dress
mapreduce jobhistorydo  /mr-history/done O Override
ne-dir
mapreduce jobhistoryint  /mr-historytmp © Override

ermediate-done-dir
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mapreduce jobhistorywe rhel2; 19886 QOverride
bapp address

mapreduce map java opt - X332 76m Creerride
¥ Lndo

mapreduce.map log.level INFO ©Overnde
mapreduce map output ¢ false & Overnide
DMpress

mapreduce. map sort.spill 0.7 @ Crvernide
percent

mapreduce map.speculat | false S Overnide
e

Mmapreduce output fileout false Crverride

putformat compress

mapreduce output fileout BLOCK S Override
putformat compress type

mapreduce reduce input o0 @ Crvernde
buffer percent

mapreduce reduce java. -5 5 2m| @ rvernide
opts Undo

mapreduce reduce log e INFC Crverride
wel

mapreduce reduce shur o7 @ Crvernde

e Input buffer percent

mapreduce reduce shutfl 066 @ Crvernide
E.Merge percent

mapreduce.reduce.shuffl | 30 S Overnde
e paralieicopies
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mapreduce task o sort fa
ctor

a8
e

magreduce task timeout 300000 Q@ Override

yarm.app.mapreduce am -Djava net preferiPvdStack=true -Dhadoop metrics log level=\, @Cwvermde
admin-command-opls

Warn app mapreduce am -¥mx6552m| O Cverride
commantd-opts

yam.appmapreduce.am. | INFO
log level

Warn app mapreduce am fuser O Cverride
staging-dir

Hive/HCat

Enter the hive database password as per the organizational policy.

Customize Services

Croup  Hve DefauR pl) = Manage infig Gr =

-
Hie Mstastore host rhei?
Database Type My S

Hive Clabanase SO Datanase
 Esisting MyS0OL Database

i Ex

e Datlabase

Databeaze Host e

Database Name

Catabase Usemame Fitver
Database Passiwiid seas ey
Dustabase LR :
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WebHCat
No changes are required.
Customize Services
o e
HBase
Update the following HBASE configurations:
Property Name Value
HBase Master Maximum Java Heap Size 4096
HBase RegionServers Maximum Java Heap 32768
Size
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[
(4]
[ [+]
4]
ytes @
Zookeeper
No changes are required.
Group | Zopkeoper Defaul 4y Manag i i -
ZoOHERpEr Server hosts
Zoolieeper direciony DATAMED | Madoop/mokee pe -]
Leéngth af single Tic i

Thck:s to aliow 10T ByTe 30

THeR:s: b alow FOr Sy 30

Pont for runeing 2K
Server

— Back
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Oozie

Enter the oozie database password as per organizational policy.

o ault () = -
o erver ho: ol
Datanaze Type Diertry
Oome Database
Datata: im

Database Usemame

Database Paiiwdid CrTTT e
Datanase R e gerty-${COmie (3 | (DO 08 SCHEME RETE |- o8 Creal
Chorie Drata Dir DTAdD | Macoop/oozie/data

¥

v

Nagio

Provide the following:
» Nagios admin password as per organizational policy

* Hadoop admin email

Customize Services

B R COME L W FECOMMEnGed ©onsaurations for e sor GRS YOU SEREChed. CUSIOMTE thiEm a5 you see

biagios Defsull (34)  ~  Manag : g =

Nagers Admin usemame
Hagus Ackmin passwond rpaan arwane

HEI00M Aimin &ma AN STANTE TR
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Ganglia
No changes are required.
Customize Services
Gangla Defsut (34 = -
 aack
Misc
No changes are required.
Eaik m
Review

The assignments that have been made are displayed. Check to make sure everything is correct before

clicking the Deploy button. If any changes are to be made, use the left navigation bar to return to the
appropriate screen.
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Deploy

When the review is complete, click the Deploy button.

Review

Admin Name - a0min
Cluster Name
Total Hosts 64 (54 new)

Repositories

Services

s 3k Dexamp 5

The progress of the install is shown on the screen. Each component is installed, started and validated.
The next screen displays the overall status of the install in the progress bar at the top of the screen and
a host-by-host status in the main section.

To see specific information on what tasks have been completed per host, click the link in the Message

column for the appropriate host. In the Tasks pop-up, click the individual task to see the related log files.
Select filter conditions by using the Show dropdown list. To see a larger version of the log contents, click
the Open icon or to copy the contents to the clipboard, use the Copy icon.

Note  Depending on which components are installing, the entire process may take 10 or more minutes.

When successfully installed and started the services appears, click Next.
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CLUSTER INSTALL WIZARD

Install, Start and Test

Piease wail while the selected sendces are insialied ang siared
R 100 % oversi

Showe M1 {B4) | nstating () | Begigtenng o0 | Spcoess 0541 1 Fa if)

Hest Status Massage

hen . o0

etz I

mes K
LT . S

rhess D o0 Succes

thes I o0k Succes

sherr I o

inese N

et |

meng . o

et O

ereti 2 I i Succes

et I (oo Sicce

meins .

meie I 0o succe

Summary of Installation Process

The Summary page gives a summary of the accomplished tasks. Click Complete.

BN~

CLUSTER INSTALL WIZARD

Summary

HEre I3 the sumemany of the inatall process

Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0) g



W Conclusion

& & & & & & & & @ 9»

Conclusion

Cluster Status and Metrics
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Mamory Usage
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Matwork Usage

A,

HumaNode BFC

0.19 ms

HExse Ave Load

1

YARN Mamory

%

MamaNode CPUWIO

0.1%

HEas# Master Uptime

Hadoop has evolved into a leading data management platform across all verticals. The Cisco CPAv2 for
Big Data for HDP 2.0 offers a dependable deployment model for enterprise Hadoop that offer a fast and
predictable path for businesses to unlock value in big data.

The configuration detailed in the document can be extended to clusters of various sizes depending on
what application demands. Up to 160 servers (10 racks) can be supported with no additional switching
in a single UCS domain. Each additional rack requires two Cisco Nexus 2232PP 10GigE Fabric
Extenders and 16 Cisco UCS C240 M3 Rack-Mount Servers. Scaling beyond 10 racks (160 servers) can
be implemented by interconnecting multiple UCS domains using Nexus 6000/7000 Series switches,
scalable to thousands of servers and to hundreds of petabytes storage, and managed from a single pane

using UCS Central.

Bill of Materials

This section provides the BOM for the 64 node Performance and Capacity Balanced Cluster.

Table 7 Bill of Materials for Base Rack
Part Number Description Quantity
UCS-SL-CPA2-PC Performance and Capacity Balanced Cluster 1

UCSC-C240-M3S

UCS C240 M3 SFF w/o CPU mem HD PCle w/ rail kit expdr 16

UCS-RAID9271CV-8
I

Supercap

MegaRAID 9271CV with 8 internal SAS/SATA ports with 16

r Cisco UCS Common Platform Architecture Version 2 (CPAv2) for Big Data with Hortonworks Data Platform 2.0 (HDP 2.0)
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Bill of Materials

UCSC-PCIE-CSC-02 ||Cisco VIC 1225 Dual Port 10Gb SFP+ CNA 16
CAB-9K12A-NA Power Cord 125VAC 13A NEMA 5-15 Plug North America 32
UCSC-PSU2-1200 1200W 2u Power Supply For UCS 32
UCSC-RAIL-2U 2U Rail Kit for UCS C-Series servers 16
UCSC-HS-C240M3  ||Heat Sink for UCS C240 M3 Rack Server 32
UCSC-PCIF-01F Full height PCle filler for C-Series 48
UCS-CPU-E52660B  [|2.20 GHz E5-2660 v2/95W 10C/25MB Cache/DDR3 1866MHz ||128
UCS-MR-1X162RZ-A ||16GB DDR3-1866-MHz RDIMM/PC3-14900/dual rank/x4/1.5v ||256
UCS-HDIT7KS2-E 1TB SAS 7.2K RPM 2.5 inch HDD/hot plug/drive sled mounted ||384
UCS-SL-BD-FI96 Cisco UCS 6296 FI w/ 18p LIC, Cables Bundle 2
N2K-UCS2232PF Cisco Nexus 2232PP with 16 FET (2 AC PS, 1 FAN (Std Airflow) ||2
SFP-H10GB-CU3M= ||I0GBASE-CU SFP+ Cable 3 Meter 28
RACK-UCS2 Cisco R42610 standard rack w/side panels 1
RP208-30-1P-U-2= Cisco RP208-30-U-2 Single Phase PDU 20x C13 4x C19 (Country ||2
Specific)
CON-UCW3-RPDUX ||UC PLUS 24X7X4 Cisco RP208-30-U-X Single Phase PDU 2x |6
(Country Specific)
Table 8 Bill of Materials for Expansion Racks
Part Number Description Quantity
UCSC-C240-M38S UCS C240 M3 SFF w/o CPU mem HD PCle w/ rail kit expdr 48
UCS-RAID9271CV-81 ||[MegaRAID 9271CV with 8 internal SAS/SATA ports with 48
Supercap
UCSC-PCIE-CSC-02 ||Cisco VIC 1225 Dual Port 10Gb SFP+ CNA 48
CAB-9K12A-NA Power Cord 125VAC 13A NEMA 5-15 Plug North America 96
UCSC-PSU2-1200 1200W 2u Power Supply For UCS 96
UCSC-RAIL-2U 2U Rail Kit for UCS C-Series servers 48
UCSC-HS-C240M3 Heat Sink for UCS C240 M3 Rack Server 96
UCSC-PCIF-01F Full height PCle filler for C-Series 144
UCS-CPU-E52660B 2.20 GHz E5-2660 v2/95W 10C/25MB Cache/DDR3 1866MHz ||96
UCS-MR-1X162RZ-A |[16GB DDR3-1866-MHz RDIMM/PC3-14900/dual rank/x4/1.5v ||768
UCS-HDI1T7KS2-E 1TB SAS 7.2K RPM 2.5 inch HDD/hot plug/drive sled mounted |{1152
N2K-UCS2232PF Cisco Nexus 2232PP with 16 FET (2 AC PS, 1 FAN (Std 6
Airflow)
CON-SNTP-UCS2232 ||SMARTNET 24X7X4 Cisco Nexus 2232PP 6
SFP-H10GB-CU3M= ||10GBASE-CU SFP+ Cable 3 Meter 84
RACK-UCS2 Cisco R42610 standard rack w/side panels 3
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RP208-30-1P-U-2= Cisco RP208-30-U-2 Single Phase PDU 20x C13 4x C19 6
(Country Specific)

CON-UCW3-RPDUX [|UC PLUS 24X7X4 Cisco RP208-30-U-X Single Phase PDU 2x |18
(Country Specific)

Table 9 Red Hat Enterprise Linux License

Red Hat Enterprise Linux

RHEL-2S-1G-3A Red Hat Enterprise Linux 64

CON-ISV1-RH2S1G3A |13 year Support for Red Hat Enterprise Linux 64

Table 10 Hortonworks Software

Red Hat Enterprise Linux

RHEL-2S-1G-3A Red Hat Enterprise Linux 64

CON-ISV1-RH2S1G3A |13 year Support for Red Hat Enterprise Linux 64
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