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Executive Summary

Cisco Validated Designs (CVDs) consist of systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of our customers.

This document details the design in the FlashStack Virtual Server Infrastructure Design Guide for VMware vSphere
6.7 U1, which describes a validated converged infrastructure jointly developed by Cisco and Pure Storage. This
solution explains the deployment of a predesigned, best-practice data center architecture with VMware vSphere
built on the Cisco Unified Computing System (UCS), the Cisco Nexus® 9000 family of switches, Cisco MDS 9000
family of Fibre Channel switches, and Pure Storage FlashArray//X all flash storage configured for Fibre Channel
based storage access.

When deployed, the architecture presents a robust infrastructure viable for a wide range of application workloads
implemented as a virtual server infrastructure.
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Solution Overview
]

Introduction

In the current industry there is a trend for pre-engineered solutions which standardize the data center
infrastructure, offering the business operational efficiencies, agility and scale to address cloud, bimodal IT and their
business. Their challenge is complexity, diverse application support, efficiency and risk; all these are met by
FlashStack with:

e Reduced complexity and automatable infrastructure and easily deployed resources

e Robust components capable of supporting high performance and high bandwidth virtualized applications
e FEfficiency through optimization of network bandwidth and in-line storage compression with de-duplication
e Risk reduction at each level of the design with resiliency built into each touch point throughout

Cisco and Pure Storage have partnered to deliver this Cisco Validated Design, which uses best of breed storage,
server and network components to serve as the foundation for virtualized workloads, enabling efficient
architectural designs that can be quickly and confidently deployed.

In this document we will describe a reference architecture detailing a Virtual Server Infrastructure composed of
Cisco Nexus switches, Cisco UCS Compute, Cisco MDS Multilayer Fabric Switches and a Pure Storage
FlashArray//X delivering a VMware vSphere 6.7 U1 hypervisor environment.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure built to
deliver IT efficiency and enable [T innovation.

Purpose of this Document

This document details a step-by-step configuration and implementation guide for FlashStack, centered around the
Cisco UCS 6454 Fabric Interconnect and the Pure Storage FlashArray//X70 R2. These components are
supported by the 100G capable Cisco Nexus 9336C-FX2 switch and 32G FC capable Cisco MDS 9132T to
deliver a Virtual Server infrastructure on Cisco UCS B200 M5 Blade Servers and Cisco UCS C220 M5 Rack
Servers running VMware vSphere 6.7 U1,

The design that will be implemented is discussed in the ElashStack Virtual Server Infrastructure for VMware
vSphere 6.7 Update 1 Design Guide.

Solution Summary

The FlashStack Virtual Server Infrastructure is a validated reference architecture, collaborated on by Cisco and
Pure Storage, built to serve enterprise data centers. The solution is built to deliver a VMware vSphere based
environment, leveraging the Cisco Unified Computing System (Cisco UCS), Cisco Nexus switches, Cisco MDS
switches, and Pure Storage FlashArray.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/ucs_flashstack_vsi_vm67_u1_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/ucs_flashstack_vsi_vm67_u1_design.html
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The architecture brings together a simple, wire once solution that is SAN booted from FC and is highly resilient at
each layer of the design. This creates an infrastructure that is ideal for a variety of virtual application deployments
that can reliably scale when growth is needed.

Figure 1 illustrates the base physical architecture used in FlashStack Virtual Server Infrastructure.

Figure 1  FlashStack with Cisco UCS 6454 and Pure Storage FlashArray //70 R2
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The reference hardware configuration includes:
e Two Cisco Nexus 9336C-FX2 Switches
e Two Cisco MDS 9132T Switches
e Two Cisco UCS 6454 Fabric Interconnects
e Cisco UCS 5108 Chassis with two Cisco UCS 2308 Fabric Extenders
e Two Cisco UCS B200 M5 Blade Servers
e Four Cisco UCS C220 M5 Rack Servers
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e One Pure Storage FlashArray//X70 R2

The virtual environment this supports is within VMware vSphere 6.7 U1 and includes virtual management and
automation components from Cisco and Pure Storage built into the solution, or as optional add-ons.

This document provides a low-level example of steps to deploy this base architecture that may need some
adjustments depending on the customer environment. These steps include physical cabling, network, storage,
compute, and virtual device configurations.
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Deployment Hardware and Software
I ————————————

Software Revisions

Table 1 lists the software versions for hardware and virtual components used in this solution. Each of these
versions have been used have been certified within interoperability matrixes supported by Cisco, Pure Storage,
and VMware. For information about the current supported versions, consult the following sources:

e Cisco UCS Hardware and Software Interoperability
Tool: http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

e Pure Storage Interoperability(note, this interoperability list will require a support login form
Pure): https://support.purestorage.com/FlashArray/Getting Started/Compatibility  Matrix

e Pure Storage FlashStack Compatibility Matrix (note, this interoperability list will require a support login from
Pure): https://support.purestorage.com/FlashStack/Product Information/FlashStack Compatibility Matrix

e VMware Compatibility Guide: http://www . vmware.com/resources/compatibility/search.php

e Additionally, it is also strongly suggested to align FlashStack deployments with the recommended release
for the Cisco Nexus 9000 switches used in the architecture:

e Nexus: https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/recommended releas
e/b Minimum and Recommended Cisco NX-
OS Releases for Cisco Nexus 9000 Series Switches.html

e MDS: https://www.cisco.com/c/en/us/td/docs/switches/datacenter/mds9000/sw/b MDS NX-
0OS Recommended Releases . html

If versions are selected that differ from the validated versions below, it is highly recommended to read the release
notes of the selected version to be aware of any changes to features or commands that may have occurred.

Table 1 Software Revisions

Layer Device Image Comments
Compute Cisco UCS Fabric Interconnects 6400 Series, 4.0(2b) Includes Cisco UCS IOM 2208
UCS B-200 M5, UCS C-220 M5 and Cisco VIC 1400 Series
Network Cisco Nexus 9000 NX-0S 7.0(3)17(5)
Storage Pure Storage FlashArray//X70 R2 519
Cisco MDS 9132T 8.3(2)
Software Cisco UCS Manager 4.0(2b)
VMware vSphere ESXi Cisco Custom ISO 6.7 U1
VMware vSphere nenic Driver for ESXi 1.0.26.0
VMware vCenter 6.7 U1l
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Layer Device Image Comments

Pure Storage vSphere Web Client Plugin 3.1.1

Configuration Guidelines

This document details the step-by-step configuration of a fully redundant and highly available Virtual Server
Infrastructure built on Cisco and Pure Storage components. References are made to which component is being
configured with each step, either 01 or 02 or A and B. For example, controller-1 and controller-2 are used to
identify the two controllers within the Pure Storage FlashArray//X that are provisioned with this document, and
Cisco Nexus A or Cisco Nexus B identifies the pair of Cisco Nexus switches that are configured. The Cisco UCS
fabric interconnects are similarly configured. Additionally, this document details the steps for provisioning multiple
Cisco UCS hosts, and these examples are identified as: VM-Host-FC-01, VM-Host-FC-02 to represent Fibre
Channel booted infrastructure and production hosts deployed to the fabric interconnects in this document. Finally,
to indicate that you should include information pertinent to your environment in a given step, <<text>> appears as
part of the command structure. See the following example during a configuration step for both Nexus switches:

AA12-9336C-A&B (config)# ntp server <<var_oob_ntp>> use-vrf management

This document is intended to enable you to fully configure the customer environment. In this process, various
steps require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes, as well as
to record appropriate MAC addresses. Table 2 lists the VLANs necessary for deployment as outlined in this
guide, and Table 3 lists the virtual machines (VMs) necessary for deployment as outlined in this guide.

Table 2 Required VLANs

VLAN Name VLAN Purpose ID Used in Customer Deployed Value
Validating this
Document
Native VLAN for untagged frames 2
Out of Band Mgmt VLAN for out-of-band 15
management interfaces
In-band Mgmt VLAN for in-band management | 215
interfaces
vMotion VLAN for vMotion 1130
VM-App-1301 VLAN for Production VM 1301
interfaces
VM-App-1302 VLAN for Production VM 1302
interfaces
VM-App-1303 VLAN for Production VM 1303
interfaces
Table 3 Infrastructure Servers
Server Description Server Name Used in Validating This Customer Deployed Value
Document
vCenter Server Pure-VC
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Server Description
Document

Server Name Used in Validating This

Customer Deployed Value

Active Directory Pure-AD

Table 4 Configuration Variables

Variable Name

Variable Description

Customer Deployed Value

<<var_nexus_A_hostname>>

Nexus switch A Host name (Example: AA12-
9336C-A)

<<var_nexus_A_mgmt_ip>>

Out-of-band management IP for Nexus
switch A (Example: 192.168.164.90)

<<var_oob_mgmt_mask>>

Out-of-band network mask (Example:
255.255.255.0)

<<var_oob_gateway>>

Out-of-band network gateway (Example:
192.168.164.254)

<<var_oob_ntp>>

Out-of-band management network NTP
Server (Example: 172.26.163.254)

<<var_nexus_B_hostname>>

Nexus switch B Host name (Example: AA12-
9336C-B)

<<var_nexus_B_mgmt_ip>>

Out-of-band management IP for Nexus
switch B (Example: 162.168.164.91)

<<var_flasharray_hostname>>

Array Hostname set during setup (Example:
flashstack-1)

<<var_flasharray_vip>>

Virtual IP that will answer for the active
management controller (Example:
10.2.164.45)

<<var_contoller-1_mgmt_ip>>

Out-of-band management IP for FlashArray
controller-1 (Example:10.2.164.47)

<<var_contoller-1_mgmt_mask>>

Out-of-band management network netmask
(Example: 255.255.255.0)

<<var_contoller-1_mgmt_gateway>>

Out-of-band management network default
gateway (Example: 192.168.164.254)

<<var_contoller-2_mgmt_ip>>

Out-of-band management IP for FlashArray
controller-2 (Example:10.2.164.49)

<<var_contoller-2_mgmt_mask>>

Out-of-band management network netmask
(Example: 255.255.255.0)

<<var_ contoller-2_mgmt_gateway>>

Out-of-band management network default
gateway (Example: 192.168.164.254)

<<var_password>>

Administrative password (Example:
Fl@shSt4x)

12
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Variable Name

Variable Description

Customer Deployed Value

<<var_dns_domain_name>>

DNS domain name (Example:
flashstack.cisco.com)

<<var_nameserver_ip>>

DNS server IP(s) (Example: 10.1.164.9)

<<var_smtp_ip>>

Email Relay Server IP Address or FQDN
(Example: smtp.flashstack.cisco.com)

<<var_smtp_domain_name>>

Email Domain Name (Example:
flashstack.cisco.com)

<<var_timezone>>

FlashStack time zone (Example:
America/New_York)

<<var_oob_mgmt_vlan_id>>

Out-of-band management network VLAN ID
(Example: 15)

<<var_ib_mgmt_vlan_id>>

In-band management network VLAN ID
(Example: 215)

<<var_ib_mgmt_vlan_netmask_length>>

Length of IB-MGMT-VLAN Netmask
(Example: /24)

<<var_ib_gateway_ip>>

In-band management network VLAN ID
(Example: 10.2.164.254)

<<var_vmotion_vlan_id>>

vMotion network VLAN ID (Example: 1130)

<<var_vmotion_vlan_netmask_length>>

Length of vMotion VLAN Netmask (Example:
124)

<<var_native_vlan_id>>

Native network VLAN ID (Example: 2)

<<var_app_vilan_id>>

Example Application network VLAN ID
(Example: 1301)

<<var_snmp_contact>>

Administrator e-mail address (Example:
admin@flashstack.cisco.com)

<<var_snmp_location>>

Cluster location string (Example: RTP9-AA12)

<<var_mds_A_mgmt_ip>>

Cisco MDS Management IP address
(Example: 10.2.164.92)

<<var_mds_A_hostname>>

Cisco MDS hostname (Example: mds-
9132T-A)

<<var_mds_B_mgmt_ip>>

Cisco MDS Management IP address
(Example: 10.2.164.93)

<<var_mds_B_hostname>>

Cisco MDS hostname (Example: mds-
9132T-b)

<<var_vsan_a_id>>

VSAN used for the A Fabric between the

13
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Variable Name

Variable Description

Customer Deployed Value

FlashArray/MDS/FI (Example: 100)

<<var_vsan_b_id>>

VSAN used for the B Fabric between the
FlashArray/MDS/FI (Example: 200)

<<var_ucs_clustername>>

Cisco UCS Manager cluster host name
(Example: AA-12-ucs-6454)

<<var_ucs_a_mgmt_ip>>

Cisco UCS fabric interconnect (FI) A out-of-
band management IP address (Example:
10.2.164.57)

<<var_ucs_mgmt_vip>>

Cisco UCS fabric interconnect (FI) Cluster
out-of-band management IP address
(Example: 10.2.164.50)

<<var_ucs b_mgmt_ip>>

Cisco UCS fabric interconnect (FI) Cluster
out-of-band management IP address
(Example: 10.2.164.52)

<<var_vm_host_fc_01_ip>>

VMware ESXi host 01 in-band management
IP (Example:10.2.164.73)

<<var_vm_host_fc_vmotion_01_ip>>

VMware ESXi host 01 vMotion IP (Example:
192.168.130.73)

<<var_vm_host_fc_02_ip>>

VMware ESXi host 02 in-band management
IP (Example:10.2.164.74)

<<var_vm_host_fc_vmotion_02_ip>>

VMware ESXi host 02 vMotion IP (Example:
192.168.130.74)

<<var_vmotion_subnet_mask>>

vMotion subnet mask (Example:
255.255.255.0)

<<var_vcenter_server_ip>>

IP address of the vCenter Server
(Example: 10.1.164.20)

Physical Topology

This section details a cabling example for a FlashStack environment. To explain the connectivity in this example,

the tables include both the local and remote port locations.

This document assumes that out-of-band management ports are plugged into an existing management

infrastructure at the deployment site. The upstream network from the Nexus 9336C-FX2 switches is out of scope
of this document, with only the assumption that these switches will connect to the upstream switch or switches

with a vPC.

Figure 2 shows the cabling configuration used in this FlashStack design.

14
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Figure 2  FlashStack Cabling in the Validate Topology
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Table 5 Cisco Nexus 9336C-FX2-A Cabling Information

Local Device Local Port Connection Remote Device Remote port
Cisco Nexus 9336C- Eth 1/31 100Gbe Cisco UCS 6454-A Eth 1/49
FX2-A
Eth 1/32 100Gbe Cisco UCS 6454-B Eth 1/49
Eth 1/33 100Gbe Cisco Nexus 9336C- | Eth 1/33
FX2-B
Eth 1/34 100Gbe Cisco Nexus 9336C- | Eth 1/33
FX2-B
Eth 1/35 10Gbe or 40Gbe or 100Gbe | Upstream Network Any
Switch

15



Deployment Hardware and Software

Switch

Local Device Local Port Connection Remote Device Remote port
Eth 1/36 10Gbe or 40Gbe or 100Gbe | Upstream Network Any
Switch
MgmtO Gbe Gbe Management Any

Table 6 Cisco Nexus

9336C-FX2-B Ca

bling Information

Switch

Local Device Local Port Connection Remote Device Remote port
Cisco Nexus 9336C- Eth 1/31 100Gbe Cisco UCS 6454-A Eth 1/50
FX2-B
Eth 1/32 100Gbe Cisco UCS 6454-B Eth 1/50
Eth 1/33 100Gbe Cisco Nexus 9336C- | Eth 1/33
FX2-A
Eth 1/34 100Gbe Cisco Nexus 9336C- | Eth 1/33
FX2-A
Eth 1/35 10Gbe or 40Gbe or 100Gbe | Upstream Network Any
Switch
Eth 1/36 10Gbe or 40Gbe or 100Gbe | Upstream Network Any
Switch
MgmtO Gbe Gbe Management Any

Table 7 Cisco UCS-6545-A Cabling Information

Local Device Local Port Connection Remote Device Remote port
Cisco UCS-6454-A Eth 1/49 100Gbe Cisco Nexus 9336C- | Eth 1/31
FX2-A
Eth 1/50 100Gbe Cisco Nexus 9336C- | Eth 1/31
FX2-B
Eth 1/9 10Gbe Cisco UCS Chassis 1 | IOM 1/1
2208 FEX A
Eth 1/10 10Gbe Cisco UCS Chassis 1 | IOM 1/2
2208 FEX A
Eth 1/11 10Gbe Cisco UCS Chassis 1 | IOM 1/3
2208 FEX A
Eth 1/12 10Gbe Cisco UCS Chassis 1 | IOM 1/4
2208 FEX A
Eth 1/17 25Gbe Cisco UCS C220-01 | Eth 1
Eth 1/18 25Gbe Cisco UCS C220-01 | Eth 2
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Local Device Local Port Connection Remote Device Remote port

Eth 1/19 25Gbe Cisco UCS C220-02 | Eth 1

Eth 1/20 25Gbe Cisco UCS C220-02 | Eth 2

FC1/1 32G FC Cisco MDS 9132T-A | FC1/1
FC1/2 32G FC Cisco MDS 9132T-A | FC1/2
FC1/3 32G FC Cisco MDS 9132T-A | FC1/3
FC1/4 32G FC Cisco MDS 9132T-A | FC1/4
MgmtO Gbe Gbe Management Any

Switch

Table 8 Cisco UCS-6545-B Cabling Information

Local Device Local Port Connection Remote Device Remote port
Cisco UCS-6454-B Eth 1/49 100Gbe Cisco Nexus 9336C- | Eth 1/32
FX2-A
Eth 1/50 100Gbe Cisco Nexus 9336C- | Eth 1/32
FX2-B
Eth 1/9 10Gbe Cisco UCS Chassis 1 | IOM 1/1
2208 FEX B
Eth 1/10 10Gbe Cisco UCS Chassis 1 | IOM 1/2
2208 FEX B
Eth 1/11 10Gbe Cisco UCS Chassis 1 | IOM 1/3
2208 FEX B
Eth 1/12 10Gbe Cisco UCS Chassis 1 | IOM 1/4
2208 FEX B
Eth 1/17 25Gbe Cisco UCS C220-01 | Eth 3
Eth 1/18 25Gbe Cisco UCS C220-01 | Eth 4
Eth 1/19 25Gbe Cisco UCS C220-02 | Eth 3
Eth 1/20 25Gbe Cisco UCS C220-02 | Eth 4
FC1/1 32G FC Cisco MDS 9132T-B | FC1/1
FC1/2 32G FC Cisco MDS 9132T-B | FC1/2
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Local Device Local Port Connection Remote Device Remote port
FC1/3 32GFC Cisco MDS 9132T-B | FC1/3
FC1/4 32GFC Cisco MDS 9132T-B | FC1/4
MgmtO Gbe Gbe Management Any
Switch

Table 9 Cisco MDS-9132T-A Cabling Information

Local Device Local Port Connection Remote Device Remote port
Cisco MDS-9132T-A FC1/1 32Gb FC Cisco UCS 6454-A FC1/1
FC1/2 32Gb FC Cisco UCS 6454-A FC1/2
FC1/3 32Gb FC Cisco UCS 6454-A FC1/3
FC 1/4 32Gb FC Cisco UCS 6454-A FC1/4
FC1/15 32Gb FC FlashArray//X70 R2 CTO.FCO
Controller 1
FC1/16 32Gb FC FlashArray//X70 R2 CTO.FC2
Controller 1
FC1/17 32Gb FC FlashArray//X70 R2 CT1.FCO
Controller 2
FC1/18 32Gb FC FlashArray//X70 R2 CT1.FC2
Controller 2
MgmtO Gbe Gbe Management Any
Switch

Table 10 Cisco MDS-9132T-B Cabling Information

Local Device Local Port Connection Remote Device Remote port
Cisco MDS-9132T-B FC1/1 32Gb FC Cisco UCS 6454-B FC1/1
FC1/2 32Gb FC Cisco UCS 6454-B FC1/2
FC1/3 32Gb FC Cisco UCS 6454-B FC1/3
FC1/4 32Gb FC Cisco UCS 6454-B FC1/4
FC1/15 32Gb FC FlashArray//X70 R2 CTO.FC1
Controller 1
FC1/16 32Gb FC FlashArray//X70 R2 CTO.FC3
Controller 1
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Switch

Local Device Local Port Connection Remote Device Remote port
FC1/17 32Gb FC FlashArray//X70 R2 CT1.FC1
Controller 2
FC1/18 32Gb FC FlashArray//X70 R2 CT1.FC3
Controller 2
MgmtO Gbe Gbe Management Any

Table 11 Pure Stora

e FlashArray//X70 R2 Controller 1 Cabling Information

Switch

Local Device Local Port Connection Remote Device Remote port
FlashArray//X70 R2 CTO.FCO 32Gb FC Cisco MDS 9132T-A | FC 1/15
Controller 1
CTO.FC1 32Gb FC Cisco MDS 9132T-B | FC 1/15
CTO.FC2 32Gb FC Cisco MDS 9132T-A | FC 1/16
CTO.FC3 32Gb FC Cisco MDS 9132T-B | FC 1/16
EthO Gbe Gbe Management Any

Table 12 Pure Stora

e FlashArray//X70 R2 Controller 2 Cabling Information

Switch

Local Device Local Port Connection Remote Device Remote port
FlashArray//X70 R2 CT1.FCO 32Gb FC Cisco MDS 9132T-A | FC 1/17
Controller 2
CT1.FC1 32Gb FC Cisco MDS 9132T-B | FC 1/17
CT1.FC2 32Gb FC Cisco MDS 9132T-A | FC 1/18
CT1.FC3 32Gb FC Cisco MDS 9132T-B | FC 1/18
EthO Gbe Gbe Management Any
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Network Switch Configuration

Network Configuration

The following procedures describe how to configure the Cisco Nexus switches for use in a base FlashStack
environment. This procedure assumes the use of Nexus 9336C-FX2 switches running 7.0(3)17(5). Configuration
on a differing model of Nexus 9000 series switch should be comparable but may differ slightly with model and
changes in NX-OS release. The Cisco Nexus 9336C-FX2 switch and NX-0OS 7.0(3)I7(5) release were used in
validation of this FlashStack solution, so the instructions will reflect this model and release.

Figure 3  Network Configuration Workflow

[ Basic System Configuration Dialog ]

l

( \—[ Enable Features

[ Global Settings |

General Configuration -
—| Configure VLANs

\ /—[ Interface Port Descriptions

-\——[ VPC Domain Configuration ]
Port-Channel Setup —[ Configured vPC Peer-Link ]

j—[ Configure Port-Channels ]

Physical Connectivity

Physical cabling should be completed by following the diagram and table references in the previous section
referenced as FlashStack Cabling.

Cisco Nexus Basic System Configuration Dialog

This section provides detailed instructions for the configuration of the Cisco Nexus 9336C-FX2 switches used in
this FlashStack solution. Some changes may be appropriate for a customer’s environment, but care should be
taken when stepping outside of these instructions as it may lead to an improper configuration.

Cisco Nexus Basic System Configuration Dialog

Abort Auto Provisioning and continue with normal setup ?(yes/no) [n]: y

---- System Admin Account Setup ----
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Do you want to enforce secure password standard (yes/no) [y]: yes

Enter the password for "admin":

Confirm the password for "admin":

---- Basic System Configuration Dialog VDC: 1 ----

This setup utility will guide you through the basic configuration of

the system. Setup configures only enough connectivity for management

of the system.

Please register Cisco Nexus9000 Family devices promptly with your

supplier. Failure to register may affect response times for initial

service calls. Nexus9000 devices must be registered to receive

entitled support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime

to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: no

Configure read-only SNMP community string (yes/no) [n]: no

Configure read-write SNMP community string (yes/no) [n]: no

Enter the switch name : <<var_ nexus A hostname>>

Continue with Out-of-band (mgmt0) management configuration? (yes/no)

MgmtO IPv4 address : <<var_nexus_A mgmt_ip>>
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MgmtO IPv4 netmask : <<var_ oob mgmt mask>>

Configure the default gateway? (yes/no) [yl: yes

IPv4 address of the default gateway : <<var oob_ gateway>>

Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: no

Enable the ssh service? (yes/no) [y]l: yes

Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa

Number of rsa key bits <1024-2048> [1024]: 2048

Configure the ntp server? (yes/no) [n]: yes

NTP server IPv4 address : <<var_oob ntp>>

Configure default interface layer (L3/L2) [L2]: L2

Configure default switchport interface state (shut/noshut) [noshut]:

noshut

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]: strict

The following configuration will be applied:
password strength-check
switchname AA12-9336C-A

vrf context management

ip route 0.0.0.0/0 192.168.164.254

exit
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no feature telnet
ssh key rsa 2048 force
feature ssh
ntp server 172.26.163.254
system default switchport
no system default switchport shutdown
copp profile strict
interface mgmtO
ip address 192.168.164.90 255.255.252.0

no shutdown

Would you like to edit the configuration? (yes/no) [n]: no

Use this configuration and save it? (yes/no) [y]l: yes

Cisco Nexus Switch Configuration

Enable Features and Settings
To enable IP switching features, run the following commands on each Cisco Nexus:

AA12-9336C-A&B (config)# feature lacp
AA12-9336C-A&B (config)# feature vpc

AA12-9336C-A&B (config)# feature interface-vlan

# The feature interface-vlan is an optional requirement if configuring an In-Band VLAN interface to redis-
tribute NTP. Layer-3 routing is possible with Nexus switches after setting this feature but is not covered
in this architecture.

Additionally, configure spanning tree and save the running configuration to start-up:

AA12-9336C-A&B (config)# spanning-tree port type network default
AA12-9336C-A&B (config)# spanning-tree port type edge bpduguard default

AA12-9336C-A&B (config)# spanning-tree port type edge bpdufilter default

Configure Global Settings
Run the following commands on both switches to set global configurations:

AA12-9336C-A&B (config)# port-channel load-balance src-dst l4port
AA12-9336C-A&B (config)# ip route 0.0.0.0/0 <<var_ib-mgmt-vlan_gateway>>

AA12-9336C-A&B (config)# ntp server <<var_oob_ntp>> use-vrf management
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AA12-9336C-A&B (config)# ntp master 3

Configure VLANs
Run the following commands on both switches to create VLANs:

AA12-9336C-A&B (config)# vlan <<var_ib-mgmt_vlan_id>>
AA12-9336C-A&B (config-vlan)# name IB-MGMT-VLAN
AA12-9336C-A&B (config-vlan)# vlan <<var_native_vlan_id>>
AA12-9336C-A&BR (config-vlan)# name Native-VLAN
AA12-9336C-A&B (config-vlan)# vlan <<var_vmotion_vlan_id>>
AA12-9336C-A&B (config-vlan)# name vMotion-VLAN
AA12-9336C-A&B (config-vlan)# vlan <<var_application_vlan_id>>

AA12-9336C-A&B (config-vlan)# name VM-Appl-VLAN

Continue adding VLANSs as appropriate to the customer’s environment.

Add Interface Port Descriptions

To add individual port descriptions for troubleshooting activity and verification for switch A, enter the following
commands from the global configuration mode:

AA12-9336C-A(config-if)# interface Ethernetl/31
AA12-9336C-A(config-if)# description AA12-UCS-6454-A-Ethl/53
AA12-9336C-A(config-if)# interface Ethernetl/32
AA12-9336C-A(config-if)# description AA12-UCS-6454-B-Eth1l/53
AA12-9336C-A(config-if)# interface Ethernetl/33
AA12-9336C-A(config-if)# description AA12-9336C-B-Ethl/33 Peer Link
AA12-9336C-A(config-if)# interface Ethernetl/34
AA12-9336C-A(config-if)# description AA12-9336C-B-Ethl/34 Peer Link
AA12-9336C-A(config-if)# interface Ethernetl/35
AA12-9336C-A(config-if)# description Network-Uplink-A
AA12-9336C-A(config-if)# interface Ethernetl/36

AA12-9336C-A(config-if)# description Network-Uplink-B

To add individual port descriptions for troubleshooting activity and verification for switch B, enter the following
commands from the global configuration mode:

AA12-9336C-B(config-if)# interface Ethernetl/31
AA12-9336C-B(config-if)# description AA12-UCS-6454-A-Ethl/54
AA12-9336C-B(config-if)# interface Ethernetl/32
AA12-9336C-B(config-if)# description AA12-UCS-6454-B-Ethl/54

AA12-9336C-B(config-if)# interface Ethernetl/33
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AA12-9336C-B(config-if)# description AA12-9336C-A-Ethl/33 Peer Link
AA12-9336C-B(config-if)# interface Ethernetl/34
AA12-9336C-B(config-if)# description AA12-9336C-A-Ethl/34 Peer Link
AA12-9336C-B(config-if)# interface Ethernetl/35
AA12-9336C-B(config-if)# description Network-Uplink-A
AA12-9336C-B(config-if)# interface Ethernetl/36

AA12-9336C-B(config-if)# description Network-Uplink-B

Configure vPC Domain Settings

The vPC domain will be assigned a unigue number from 1-1000 and will handle the vPC settings specified within
the switches. To set the vPC domain configuration on 9336C-A, run the following commands:

AA12-9336C-A(config) # vpc domain 10
AA12-9336C-A(config-vpc-domain) # peer-switch
AA12-9336C-A(config-vpc-domain) # role priority 10

AA12-9336C-A(config-vpc-domain) # peer-keepalive
destination <<var nexus B mgmt ip>> source <<var nexus A mgmt ip>>

AA12-9336C-A(config-vpc-domain) # delay restore 150
AA12-9336C-A(config-vpc-domain) # peer-gateway
AA12-9336C-A(config-vpc-domain) # auto-recovery
AA12-9336C-A(config-vpc-domain) # ip arp synchronize

To set the vPC domain configuration on 9336C-B, run the following commands:
AA12-9336C-B(config)# vpc domain 10
AA12-9336C-B(config-vpc-domain) # peer-switch
AA12-9336C-B(config-vpc-domain) # role priority 20

AA12-9336C-B(config-vpc-domain) # peer-keepalive
destination <<var nexus A mgmt ip>> source <<var_nexus_B mgmt_ ip>>

AA12-9336C-B(config-vpc-domain) # delay restore 150
AA12-9336C-B(config-vpc-domain) # peer-gateway
AA12-9336C-B(config-vpc-domain) # auto-recovery
AA12-9336C-B(config-vpc-domain) # ip arp synchronize

Configure vPC Peer-Link

On each switch, configure the Port Channel member interfaces that will be part of the vPC Peer Link and
configure the vPC Peer Link:

AA12-9336C-A&B (config)# int eth 1/33-34
AA12-9336C-A&B (config-if-range)# switchport mode trunk

AA12-9336C-A&B (config-if-range)# switchport trunk native vlan 2
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AA12-9336C-A&B (config-if-range)# switchport trunk allowed vlan 215,1110,1120,1130,1301-1303
AA12-9336C-A&B (config-if-range)# channel-group 133 mode active

AA12-9336C-A&B (config-if-range)# no shut

AA12-9336C-A&B (config-if-range)# int port-channel 133

AA12-9336C-A&B (config-if)# description AA12-9336C Peer Link

AA12-9336C-A&B (config-if)# vpc peer-link

Configure Port-Channels
On each switch, configure the Port Channel member interfaces and the vPC Port Channels to the Cisco UCS
Fabric Interconnect and the upstream network switches:

Nexus Connection vPC to UCS Fabric Interconnect A

AA12-9336C-A&B (config)# int eth 1/31

AA12-9336C-A&B (config-if)# switchport mode trunk

AA12-9336C-A&B (config-if)# switchport trunk native vlan 2

AA12-9336C-A&B (config-if)# switchport trunk allowed vlan 215,1110,1120,1130,1301-1303
AA12-9336C-A&B (config-if)# channel-group 131 mode active

AA12-9336C-A&B (config-if)# no shut

AA12-9336C-A&B (config-if)# int port-channel 131

AA12-9336C-A&B (config-if)# description AA12-UCS-6454-A

AA12-9336C-A&B (config-if)# vpc 131

Nexus Connection vPC to UCS Fabric Interconnect B

AA12-9336C-A&B (config)# int eth 1/32

AA12-9336C-A&B (config-if)# switchport mode trunk

AA12-9336C-A&B (config-if)# switchport trunk native vlan 2

AA12-9336C-A&B (config-if)# switchport trunk allowed vlan 215,1110,1120,1130,1301-1303
AA12-9336C-A&B (config-if)# channel-group 132 mode active

AA12-9336C-A&B (config-if)# no shut

AA12-9336C-A&B (config-if)# int port-channel 132

AA12-9336C-A&B (config-if)# description AA12-UCS-6454-B

AA12-9336C-A&B (config-if)# vpc 132
Nexus Connection vPC to Upstream Network

AA12-9336C-A&B (config)# int eth 1/35-36

AA12-9336C-A&B (config-if-range)# switchport mode trunk

AA12-9336C-A&B (config-if-range)# switchport trunk native vlan 2

AA12-9336C-A&B (config-if-range)# switchport trunk allowed vlan 215,1110,1120,1130,1301-1303

AA12-9336C-A&B (config-if-range)# channel-group 135 mode active
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AA12-9336C-A&B (config-if-range)# no shut
AA12-9336C-A&B (config-if-range)# int port-channel 135
AA12-9336C-A&B (config-if)# description Uplink

AA12-9336C-A&B (config-if)# vpc 135
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Storage Configuration

|
Pure Storage FlashArray//X70 R2 Configuration

FlashArray Initial Configuration

The information in Table 13 should be gathered to enable the installation and configuration of the FlashArray. An
official representative of Pure Storage will help rack and configure the new installation of the FlashArray.

Table 13 FlashArray Setup Information
Global Array Settings Heading Title

Array Name (Hostname for Pure Array): <<var_flasharray_hostname>>

Virtual IP Address for Management: <<var_flasharray_vip>>

Physical IP Address for Management on Controller O (CTO): <<var_contoller-1_mgmt_ip >>
Physical IP Address for Management on Controller 1 (CT1): <<var_contoller-2_mgmt_ip>>
Netmask: <<var_contoller-1_mgmt_mask>>
Gateway IP Address: <<var_contoller-1_mgmt_gateway>>
DNS Server IP Address(es): <<var_nameserver_ip>>

DNS Domain Suffix: (Optional) <<var_dns_domain_name>>

NTP Server IP Address or FQDN: <<var_oob_ntp>>

Email Relay Server (SMTP Gateway IP address or FQDN): (Optional) <<var_smtp_ip>>

Email Domain Name: <<var_smtp_domain_name>>

Alert Email Recipients Address(es): (Optional)

HTTP Proxy Server ad Port (For Pure1): (Optional)

Time Zone: <<var_timezone>>

When the FlashArray has completed initial configuration, it is important to configure the Cloud Assist phone-home
connection to provide the best pro-active support experience possible. Furthermore, this will enable the analytics
functionalities provided by Pure1.
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Add an Alert Recipient

The Alerts sub-view is used to manage the list of addresses to which Purity delivers alert notifications, and the
attributes of alert message delivery. The Alert Recipients section displays a list of email addresses that are
designated to receive Purity alert messages. Up to 20 alert recipients can be designated.

‘ﬁ The list includes the built-in flasharray-alerts@purestorage.com address, which cannot be deleted.

The email address that Purity uses to send alert messages includes the sender domain name and is comprised of
the following components:

<Array_Name>-<Controller_Name>@<Sender_Domain_Name>.com
To add an alert recipient, follow these steps:

1. Select Settings

2. Inthe Alert Watchers section, enter the email address of the alert recipient and click the + icon.

System MNetwork Users Software

Array

cspg-rip-1 5

Alert Watchers

olle
= B

pure-alerns@domain.com

The Relay Host section displays the hostname or IP address of an SMTP relay host, if one is configured for the
array. If you specify a relay host, Purity routes the email messages via the relay (mail forwarding) address rather
than sending them directly to the alert recipient addresses.

In the Sender Domain section, the sender domain determines how Purity logs are parsed and treated by Pure
Storage Support and Escalations. By default, the sender domain is set to the domain name please-configure.me.

It is crucial that you set the sender domain to the correct domain name. If the array is not a Pure Storage test
array, set the sender domain to the actual customer domain name. For example, mycompany.com.
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Alert Routing 5

Relay Host
Mo relay host configured

Username
Mo username available

Password

Mo password available

Sender Domain
cisco.com

Configure Pure1 Support

The Pure1 Support section manages the phone home facility. The phone home facility provides a secure direct
link between the array and the Pure Storage Technical Support web site. The link is used to transmit log contents
and alert messages to the Pure Storage Support team so that when diagnosis or remedial action is required,
complete recent history about array performance and significant events is available.

The Remote Assist section displays the remote assist status as " Connected" or " Disconnected." By default,
remote assist is disconnected. A connected remote assist status means that a remote assist session has been
opened, allowing Pure Storage Support to connect to the array. Disconnect the remote assist session to close the
session.

By default, the phone home facility is enabled. If the phone home facility is enabled to send information
automatically, Purity transmits log and alert information directly to Pure Storage Support via a secure network
connection. Log contents are transmitted hourly and stored at the support web site, enabling detection of array
performance and error rate trends. Alerts are reported immediately when they occur so that timely action can be
taken.

Phone home logs can also be sent to Pure Storage Technical support on demand, with options including Today's
Logs, Yesterday's Logs, or All Log History.

The Support Logs section allows you to download the Purity log contents of the specified controller to the current
administrative workstation. Purity continuously 10gs a variety of array activities, including performance summaries,
hardware and operating status reports, and administrative actions.
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PURESTORAGE’

Settings

Settings

Alert Watchers

Syslog Servers

Purel Support

Phone Home

Manual Phone Home

Today's Logs -
Remote Assist
Support Logs

Today's Logs -

oo
B B

Test

©

Enabled

Send Now

D

Disconnected

Download from

CTo | CM
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Configure the Domain Name System (DNS) Server IP Addresses

To configure the DNS server IP addresses, follow these steps:

1. Select Settings > Network.

2. In the DNS section, hover over the domain name and click the pencil icon. The Edit DNS dialog box appears.

PURESTORAGE Settings

System Network Users Software

Subnets & Interfaces

Subnet VLAN Gateway
Analysis

192168.101.253
Capacity i 192168.102.253
10.2.164.254

10.2.164.254

1010.164.254

Settings

1010.164.254

DNS Settings ]

Domain
flashstack.cisco.com

DMS Server(s)
10.1.164.9

3. Complete the following fields:

a. Domain: Specify the domain suffix to be appended by the array when doing DNS lookups.

b. NS#: Specify up to three DNS server IP addresses for Purity to use to resolve hostnames to IP addresses.
Enter one IP address in each DNS# field. Purity queries the DNS servers in the order that the IP addresses
are listed.

32



Storage Configuration

4. Click Save.

Directory Service Sub-view

The Directory Service sub-view manages the integration of FlashArray with an existing directory service. When the
Directory Service sub-view is configured and enabled, the FlashArray leverages a directory service to perform
user account and permission level searches. Configuring directory services is OPTIONAL.

System Netwark Users Software
Users 1202
Name a Role Type Public Key API Token
pureuser array_admin local
root lacal
Directory Service Test | (%
Enabled False Array Admin Group
Url Storage Admin Group -
Base DN - Read-only Group
Bind User - Check Peer False
Bind Password - CA Certificate - Edit
Group Base

The FlashArray is delivered with a single local user, named pureuser, with array-wide (Array Admin) permissions.

To support multiple FlashArray users, integrate the array with a directory service, such as Microsoft Active
Directory or OpenlL.DAP.

Role-based access control is achieved by configuring groups in the directory that correspond to the following
permission groups (roles) on the array:

e Read Only Group. Read Only users have read-only privilege to run commands that convey the state of the
array. Read Only uses cannot alter the state of the array.

e Storage Admin Group. Storage Admin users have all the privileges of Read Only users, plus the ability to
run commands related to storage operations, such as administering volumes, hosts, and host groups.
Storage Admin users cannot perform operations that deal with global and system configurations.

e Array Admin Group. Array Admin users have all the privileges of Storage Admin users, plus the ability to
perform array-wide changes. In other words, Array Admin users can perform all FlashArray operations.

1. Select Settings > Users.
2. Select the I icon in the Directory Services panel:
a. Enabled: Select the check box to leverage the directory service to perform user account and permission

level searches.

b. URI: Enter the comma-separated list of up to 30 URIs of the directory servers. The URI must include a
URL scheme (Idap, or Idaps for LDAP over SSL), the hostname, and the domain. You can optionally
specify a port. For example, Idap://ad.company.com configures the directory service with the hostname
"ad" inthe domain " company.com" while specifying the unencrypted LDAP protocol.

33



Storage Configuration

c. Base DN: Enter the base distinguished name (DN) of the directory service. The Base DN is built from the
domain and should consist only of domain components (DCs). For example, for
Idap://ad.storage.company.com, the Base DN would be: “DC=storage,DC=company,DC=com”

d. Bind User: Username used to bind to and query the directory. For Active Directory, enter the username -
often referred to as sAMAccountName or User Logon Name - of the account that is used to perform di-
rectory lookups. The username cannot contain the characters " []:;] =+ * 7 <>/ \ and cannot exceed
20 characters in length. For OpenlL.DAP, enter the full DN of the user. For example,

" CN=John,OU=Users,DC=example,DC=com" .

e. Bind Password: Enter the password for the bind user account.

f.  Group Base: Enter the organizational unit (OU) to the configured groups in the directory tree. The Group
Base consists of OUs that, when combined with the base DN attribute and the configured group CNs,
complete the full Distinguished Name of each groups. The group base should specify " OU=" for each OU
and multiple OUs should be separated by commas. The order of OUs should get larger in scope from left
to right. In the following example, SANManagers contains the sub-organizational unit PureGroups:

" OU=PureGroups,OU=5ANManagers" .

g. Array Admin Group: Common Name (CN) of the directory service group containing administrators with full
privileges to manage the FlashArray. Array Admin Group administrators have the same privileges as pu-
reuser. The name should be the Common Name of the group without the " CN=" specifier. If the config-
ured groups are not in the same OU, also specify the OU. For example, " pureadmins,OU=PureStorage" ,
where pureadmins is the common name of the directory service group.

h. Storage Admin Group: Common Name (CN) of the configured directory service group containing adminis-
trators with storage related privileges on the FlashArray. The name should be the Common Name of the
group without the " CN=" specifier. If the configured groups are not in the same OU, also specify the OU.
For example, " pureusers,OU=PureStorage" , where pureusers is the common name of the directory ser-
vice group.

Read Only Group: Common Name (CN) of the configured directory service group containing users with
read-only privileges on the FlashArray. The name should be the Common Name of the group without the
"CN=" specifier. If the configured groups are not in the same OU, also specify the OU. For example,

" purereadonly,OU=PureStorage" , where purereadonly is the common name of the directory service
group.

j. Check Peer: Select the check box to validate the authenticity of the directory servers using the CA Certifi-
cate. If you enable Check Peer, you must provide a CA Certificate.

k. CA Certificate: Enter the certificate of the issuing certificate authority. Only one certificate can be config-
ured at a time, so the same certificate authority should be the issuer of all directory server certificates. The

certificate must be PEM formatted (Base64 encoded) and include the " ----- BEGIN CERTIFICATE----- '
and " ----- END CERTIFICATE----~ " lines. The certificate cannot exceed 3000 characters in total length.
3. Click Save.

4. Click Test to test the configuration settings. The LDAP Test Results pop-up window appears. Green squares
represent successful checks. Red squares represent failed checks.
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SSL Certificate Sub-view

Purity creates a self-signed certificate and private key when you start the system for the first time. The SSL
Certificate sub-view allows you to view and change certificate attributes, create a new self-signed certificate,
construct certificate signing requests, import certificates and private keys, and export certificates.

Creating a self-signed certificate replaces the current certificate. When you create a self-signed certificate,
include any attribute changes, specify the validity period of the new certificate, and optionally generate a new
private key.

S5L Certificate

Status self-signed

Key Size 2045

Issued To

Issued By

Valid From 201MB8-04-03 15:05:40
Valid To 2028-03-3115:05:40
State/Province

Locality

Organization Pure Storage, Inc.

Organizational Unit Pure Storage, Inc.

Email

When you create the self-signed certificate, you can generate a private key and specify a different key size. If you
do not generate a private key, the new certificate uses the existing key.

You can change the validity period of the new self-signed certificate. By default, self-signed certificates are valid
for 3650 days

CA-Sign Certificate

Certificate authorities (CA) are third party entities outside the organization that issue certificates. To obtain a CA
certificate, you must first construct a certificate signing request (CSR) on the array.
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Construct Certificate Signing Request
Country |T'w.-::--IEte|' SO country code
State/Province State, province, country or region

Locality Full city name

Organization Pure Storage, Inc.

Organization Unit Pure Storage, Inc.

Common Mame FQDN or management IP address of the server
Emaill Email address
Cancel Create

The CSR represents a block of encrypted data specific to your organization. You can change the certificate
attributes when you construct the CSR; otherwise, Purity will reuse the attributes of the current certificate (self-
signed or imported) to construct the new one. Note that the certificate attribute changes will only be visible after
you import the signed certificate from the CA.

Send the CSR to a certificate authority for signing. The certificate authority returns the SSL certificate for you to
import. Verify that the signed certificate is PEM formatted (Base64 encoded), includes the " ----- BEGIN
CERTIFICATE----- "and " ----- END CERTIFICATE----- " lines, and does not exceed 3000 characters in total
length. When you import the certificate, also import the intermediate certificate if it is not bundled with the CA
certificate.
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Import Certificate
Certificate ’Choo_Tﬂe} No file chosen
Private Key @ No file chosen
Intermediate Certificate ‘"—CME‘ No file chosen
(optional) m—

Key Passphrase (optional)

If the certificate is signed with the CSR that was constructed on the current array and you did not change the
private key, you do not need to import the key. However, if the CSR was not constructed on the current array or if
the private key has changed since you constructed the CSR, you must import the private key. If the private key is
encrypted, also specify the passphrase.
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MDS Fabric Configuration

This section provides detailed instructions for the configuration of the Cisco MDS 9132T Multilayer Fabric Switches
used in this FlashStack solution. Some changes may be appropriate for a customer’s environment, but use
caution; if you don’t follow the instructions as written it may lead to an improper configuration.

Physical Connectivity
Physical cabling should be completed by following the diagram and table references in the previous section
referenced as FlashStack Cabling.

Cisco MDS Basic System Configuration Dialog

This section provides detailed instructions for the configuration of the Cisco MDS 9132T switches used in this
FlashStack solution. Some changes may be appropriate for a customer’s environment, but care should be taken
when stepping outside of these instructions as it may lead to an improper configuration.

Cisco MDS Basic System Configuration Dialog

Set up the initial configuration for the Cisco MDS A switch on <<var_mds_A_hostname>>, by following the
dialogue steps:

Do you want to enforce secure password standard (yes/no) [y]: yes

Enter the password for "admin":

Confirm the password for "admin":
---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management

of the system.

Please register Cisco MDS 9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. MDS devices must be registered to receive entitled

support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime

to skip the remaining dialogs.
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Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: no

Configure read-only SNMP community string (yes/no) [n]: no

Configure read-write SNMP community string (yes/no) [n]: no

Enter the switch name : <<var mds A mgmt hostname>>

Continue with Out-of-band (mgmt0) management configuration? (yes/no) [vy]:

Mgmt0 IPv4 address : <<var mds A mgmt ip>>

Mgmt0 IPv4 netmask : <<var oob mgmt mask>>

Configure the default gateway? (yes/no) [y]: yes

IPv4 address of the default gateway : <<var_ oob_ gateway>>

Configure advanced IP options? (yes/no) [n]: no

Enable the ssh service? (yes/no) [y]: yes

Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa

Number of rsa key bits <1024-2048> [1024]: 1024

Enable the telnet service? (yes/no) [n]: no

Configure congestion/no credit drop for fc interfaces? (yes/no) [y]:
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Enter the type of drop to configure congestion/no credit drop? (con/no) [c]: con

Enter milliseconds in multiples of 10 for congestion-drop for logical-type edge

in range (<200-500>/default), where default is 500. [d]l: 500

Congestion-drop for logical-type core must be greater than or equal to

Congestion-drop for logical-type edge. Hence, Congestion drop for

logical-type core will be set as default.

Enable the http-server? (yes/no) [y]: yes

Configure clock? (yes/no) [n]: no

Configure timezone? (yes/no) [n]: no

Configure summertime? (yes/no) [n]: no

Configure the ntp server? (yes/no) [n]: yes

NTP server IPv4 address : <<var_ oob ntp>>

Configure default switchport interface state (shut/noshut) [shut]: shut

Configure default switchport trunk mode (on/off/auto) [on]: on

Configure default switchport port mode F (yes/no) [n]: no

Configure default zone policy (permit/deny) [deny]: deny

Enable full zoneset distribution? (yes/no) [n]: yes
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Configure default zone mode (basic/enhanced) [basic]: enhanced

The following configuration will be applied:
password strength-check
switchname MDS-9132T-A
interface mgmtO
ip address 10.2.164.92 255.255.255.0
no shutdown
ip default-gateway 10.2.164.254
ssh key rsa 1024 force
feature ssh
no feature telnet
system timeout congestion-drop 500 logical-type edge
system timeout congestion-drop default logical-type core
feature http-server
ntp server 172.26.163.254
system default switchport shutdown
system default switchport trunk mode on
no system default zone default-zone permit
system default zone distribute full

system default zone mode enhanced

Would you like to edit the configuration? (yes/no) [n]: no

Use this configuration and save it? (yes/no) [y]: yes

Set up the initial configuration for the Cisco MDS B switch on <<var_mds_B_hostname>>, by running through the
same steps followed in the configuration, making the appropriate substitutions for <<var_mds_B_hostname>> and
<<var_mds_B_mgmt_ip>>.

Cisco MDS Configuration

Enable Features and Settings
mds-9132T-a&b (config)# feature npiv

mds-9132T-a&b (config)# feature fport-channel-trunk
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Create VSAN and Interfaces

On MDS 9132T A create the VSAN that will be used for connectivity to the Cisco UCS Fabric Interconnect and the
Pure Storage FlashArray. Assign this VSAN to the interfaces that will connect to the Pure Storage FlashArray, as
well as the interfaces and the Port Channel they create that are connected to the Cisco UCS Fabric Interconnect:

mds-9132T-a (config) # vsan database
mds-9132T-a (config-vsan-db) # vsan <<var_vsan_a id>>

mds-9132T-a (config-vsan-db) # vsan <<var vsan_a id>> name Fabric-A
mds-9132T-a (config-vsan-db) # exit
mds-9132T-a (config) # zone smart-zoning enable vsan <<var vsan a id>>

mds-9132T-a (config) # vsan database
mds-9132T-a (config-vsan-db) # vsan <<var vsan _a id>> interface fcl/1-4

mds-9132T-a (config-vsan-db) # vsan <<var vsan a id>> interface fcl/15-18
mds-9132T-a (config-vsan-db) # vsan <<var vsan _a id>> interface pol

mds-9132T-a (config-vsan-db) # exit

mds-9132T-a (config)# int fcl/1-4

mds-9132T-a (config-if) # no shut

mds-9132T-a (config)# int fcl/15-18

mds-9132T-a (config-if)# no shut

mds-9132T-a (config-if)# exit

Repeat these commands on MDS 9132T B using the Fabric B appropriate VSAN ID:

mds-9132T-b (config) # vsan database
mds-9132T-b (config-vsan-db) # vsan <<var vsan b id>>

mds-9132T-b (config-vsan-db) # vsan <<var vsan b id>> name Fabric-B
mds-9132T-b (config-vsan-db) # exit
mds-9132T-b (config) # zone smart-zoning enable vsan <<var vsan b id>>

mds-9132T-b (config) # vsan database
mds-9132T-b (config-vsan-db) # vsan <<var vsan b id>> interface fcl/1-4

mds-9132T-b (config-vsan-db) # vsan <<var vsan b id>> interface fcl/15-18
mds-9132T-b (config-vsan-db) # vsan <<var vsan b id>> interface po2
mds-9132T-b (config-vsan-db) # exit

mds-9132T-b (config)# int fcl/1-4

mds-9132T-b (config-if)# no shut

mds-9132T-b (config)# int fcl/15-18

mds-9132T-b (config-if) # no shut

mds-9132T-b (config-if)# exit

42



MDS Fabric Configuration

Configure the MDS 9132T A Port Channel and add the interfaces connecting into the Cisco UCS Fabric
Interconnect into it:

mds-9132T-a (config)# interface port-channel 1
mds-9132T-a (config-if)# channel mode active
mds-9132T-a (config-if)# switchport rate-mode dedicated

mds-9132T-a (config-if) # interface fcl/1-4
mds-9132T-a (config-if)# port-license acquire
mds-9132T-a(config-if)# channel-group 1 force
mds-9132T-a (config-if)# no shutdown

Repeat these commands on MDS 9132T B using the Fabric B appropriate Port Channel:

mds-9132T-b (config)# interface port-channel 2
mds-9132T-b (config-if) # channel mode active
mds-9132T-b (config-if) # switchport rate-mode dedicated

mds-9132T-b
mds-9132T-b
mds-9132T-b
mds-9132T-b

config-if)# interface fcl/1-4
config-if) # port-license acquire
config-if)# channel-group 2 force
config-if)# no shutdown

—~ e~~~

# Save all configuration on both MDS Switches.

mds-9132T-a&b (config-if)# copy running-config startup-config
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Compute Configuration
I ————————————

Cisco UCS Compute Configuration

The following procedures describe how to configure the Cisco UCS domain for use in a base FlashStack
environment. This procedure assumes the use of UCS Fabric Interconnects running 4.0(2b). Configuration on a
differing model of UCS Fabric Interconnects should be comparable but may differ slightly with model and changes
in the Cisco UCS Manager (UCSM) release. The Cisco USC 6454 Fabric Interconnects and Cisco UCS Manger
4.0(2b) release were used in validation of this FlashStack solution, so steps will reflect this model and release.

Figure 4 Compute Configuration Workflow
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Physical Connectivity

Physical cabling should be completed by following the diagram and table references in the previous section
referenced as FlashStack Cabling.

Cisco UCS Basic System Configuration Dialog

This section provides detailed instructions for the configuration of the Cisco UCS 6454 Fabric Interconnects used
in this FlashStack solution. Some changes may be appropriate for a customer’s environment, but care should be
taken when stepping outside of these instructions as it may lead to an improper configuration.

To start on the configuration of the Fabric Interconnect A, connect to the console of the fabric interconnect and
step through the Basic System Configuration Dialogue:

UCSM image signature verification successful
---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
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the system. Only minimal configuration including IP connectivity to
the Fabric interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.

To back track or make modifications to already entered values,

complete input till end of section and answer no when prompted

to apply configuration.

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup
You have chosen to setup a new Fabric interconnect. Continue? (y/n): y

Enforce strong password? (y/n) [yl: y

Enter the password for "admin":
Confirm the password for "admin":

Is this Fabric interconnect part of a cluster(select 'no' for standalone)? (yes/no) [n]: yes
Enter the switch fabric (A/B) []: A

Enter the system name: <var ucs_clustername>>

Physical Switch MgmtO IP address : <<var_ucs_a mgmt_ip>>

Physical Switch Mgmt0 IPv4 netmask : <<var_oob_mgmt_mask>>

IPv4 address of the default gateway : <<var_oob_gateway>>

Cluster IPv4 address : <<var_ucs_mgmt vip>
Configure the DNS Server IP address? (yes/no) [n]: yes
DNS IP address : <<var_nameserver_ ip>>
Configure the default domain name? (yes/no) [n]: yes
Default domain name : <<var_ dns_domain_ name>>
Join centralized management environment (UCS Central)? (yes/no) [n]: no
Following configurations will be applied:
Switch Fabric=A
System Name=AA1l2-UCS-6454
Enforced Strong Password=yes
Physical Switch Mgmt0O IP Address=10.2.164.51
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=10.2.164.254
Ipv6e value=0
DNS Server=10.1.164.9
Domain Name=flashstack.cisco.com
Cluster Enabled=yes
Cluster IP Address=10.2.164.50
NOTE: Cluster IP will be configured only after both Fabric Interconnects are initialized.

UCSM will be functional only after peer FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no):yes

Continue the configuration on the console of the Fabric Interconnect B:
---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to
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the Fabric interconnect and its clustering mode is performed through these steps.
Type Ctrl-C at any time to abort configuration and reboot system.

To back track or make modifications to already entered values,

complete input till end of section and answer no when prompted

to apply configuration.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be

added to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect:

Connecting to peer Fabric interconnect... done

Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: 10.2.164.51
Peer Fabric interconnect Mgmt0O IPv4 Netmask: 255.255.255.0
Cluster IPv4 address : 10.2.164.50

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address

Physical Switch MgmtO IP address : <<var_ucs b mgmt ip>>

Local fabric interconnect model (UCS-FI-6454)
Peer fabric interconnect is compatible with the local fabric interconnect. Continuing with the install-

er...

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Cisco UCS Manager Configuration

To log in to the Cisco Unified Computing System (Cisco UCS) environment, follow these steps:

1.

Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.
Click the Launch UCS Manager link within the opening page.
If prompted to accept security certificates, accept as necessary.

When the Cisco UCS Manager login is prompted, enter admin as the user name and enter the administrative
password.

Click Login to log into Cisco UCS Manager.

Upgrade Cisco UCS Manager to Version 4.0(2b)

This document assumes the use of Cisco UCS 4.0(2b). To upgrade the Cisco UCS Manager (UCSM) software
and the Cisco UCS Fabric Interconnect software to version 4.0(2b), refer to Cisco UCS Manager Install and
Upgrade Guides.

Enable Anonymous Reporting

During the first connection to the Cisco UCS Manager GUI, a pop-up window will appear to allow for the
configuration of Anonymous Reporting to Cisco on use to help with future development. To create anonymous
reporting, complete the following step:

1.

In the Anonymous Reporting window, select whether to send anonymous data to Cisco for improving future

products, and provide the appropriate SMTP server gateway information if configuring:
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Anonymous Reporting

Cisco Systems, Inc. will be collecting feature configuration and usage statistics which will be
sent to Cisco Smart Call Home server anonymously. This data helps us prioritize the features
and improvements that will most benefit our customers.

If you decide to enable this feature in future, you can do so from the "Anonymous Reporting”
in the Call Home settings under the Admin tab.

View Sample Data

Do you authorize the disclosure of this information to Cisco Smart CallHome?
®Yes' 'No

SMTP Server

Host (IP Address or Hostname):

Port| 25

Don't show this message again

Lo =

2. If you want to enable or disable Anonymous Reporting at a later date, it can be found within Cisco UCS Man-
ager under: Admin -> Communication Management -> Call Home, which has a tab on the far right
for Anonymous Reporting.

Configure Cisco UCS Call Home

During the first connection to the Cisco UCS Manager GUI, a pop-up window will appear to allow for the
configuration of Anonymous Reporting to Cisco on use to help with future development. To create anonymous
reporting, follow these steps:

—

In Cisco UCS Manager, click the Admin tab in the navigation pane.

N

Expand Communication Management and click Call Home
3. Change State to On.

4. Fillin the fields according to your preferences and click Save Changes and OK
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| Communication Management

+ Communication Management General Profiles Call Home Palicies System Inventory
Admin

Y| c ication M / Call Home

Anonymous Reporting

Events

F

M

Communication Services

DMNS Management State | Off (01 0n

Switch Priority : |Debugq|nq v

Management Interfaces

» UCS Central Throttling o | Off (810n

States

Contact Information

Contact

Phone  : |

Email  : | ‘

Address |

Ids

Customer I | |

Contract ID - |

Site ID : | |

Email Addresses

From : | |

Reply To - | |

SMTP Server

Host (IP Address or Hostname)

Paort : 25

Configure NTP

To synchronize the Cisco UCS environment to the NTP server, follow these steps:

1. In Cisco UCS Manager, click the Admin tab in the navigation pane.

2. Expand Timezone Management and click Timezone.
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| Time Zone Management - | Time Zone Management / Timezone

General Events
m Actions

« Time Zone Management

Properties

Add NTP Server

Time Zone :

salNew_York (Eastern Time) v

<not set>
Africa/Abidjan

AfricafAccra
Africa/Addis_Ababa
AfricafAlgiers

Africa/Asmara
Africa/Bamako

Africa/Bangui

Africa/Banjul

Africa/Bissau

Africa/Blantyre
Africa/Brazzaville
Africa/Bujurbura
Africa/Cairo
Africa/Casablanca
Africa/Ceuta (Ceuta & Melilla)
Africa/Conakry

Africa/Dakar
Africa/Dar_es_Salaam
Africa/Djibouti

Africa/Douala

Africa/El_Aaiun

() Add

3. Inthe Properties pane, select the appropriate time zone in the Timezone menu.

4. Click Save Changes and then click OK.
5. Click Add NTP Server.

6. Enter <<var_oob_ntp>> and click OK.

Add NTP Server ?

NTP Server : | 172.26.163.254] |

Cancel

7. Click OK.

49




Compute Configuration

Configure Cisco UCS Servers

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of the Cisco UCS B-Series chassis. To modify the chassis
discovery policy, follow these steps:

1.

In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Palicies in the list under the
drop-down.

Under Global Policies, set the Chassis/FEX Discovery Policy to match the number of uplink ports that are ca-
bled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

Set the Link Grouping Preference to Port Channel.

Policies - Policies

|]

Port Auta-Discovery Policy Global Policies Autoconfig Policies Server Inheritance Policies Server Discovery Policies

Chassis/FEX Discovery Policy

Action o |4 Link v

Link Grouping Preference : | MNone (») Port Channel |

4. Leave other settings alone or change if appropriate to your environment.

5. Click Save Changes.

6. Click OK.

Enable Server and Uplink Ports

To enable server and uplink ports, follow these steps:

1.

2.

In Cisco UCS Manager, click the Equipment tab in the navigation pane.
Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.

Expand Ethernet Ports.

Select the ports that are connected to the chassis, right-click them, and select “Configure as Server Port.”
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| Fabric Interconnects - Fabric Inter / Fabric Inter A (s... ! Fixed Module / Ethemnet Ports
= Fabric Interconnects Ethemet Ports
« Fabric Interconnect A (subordinate) Y, Advanced Filter 4 Export o Print Al Unconfigured Network []Server FCoE Uplink Unified Uplink » el
» Fans Slot Agar. Port ID Port ID MAC If Role If Type Overall Status Admin State Peer
] [ OO-DEFBTFF Unconnhgured Physical hd t ¥ Disa
v Fixed Module ) ¥ Sfp Not Pr Disabled
1 0 7 O0:DE:FB:FF Unconfigured  Physical v ¥ pisz
1 0 8 O0:DE:FB:FF, Unconfigured  Physical ¥ sipNoter.. ¥ Disabled
» FC Ports
+ BsUs 1 0 El 00:DE:FB:FF:... Unconfigured  Physical % Down ¥ Disabled
+ Fabric Interconnect B (primary) 1 0 10 O0:DEFB:FF:..  Unconfigured  Physical 4 Down ¥ Disabled
1 0 1 00-DE-FB:FF Unconfigured  Physical + Down ¥ Disabled
1 ] 12 sical ¥ Down ¥ Disabled
0 13 sical 'V Sip Not Pr ¥ Disabled
0 14 Configure as Server Port sical ¥ sipNoter.. ¥ Disabled
0 15 Configure as Uplink Port Eical ¥ Sip Not Pr ¥ Disabled
) Configure as FCoE Uplink Part
0 16 sical 'V Sip Not Pr + Disabled
Configure as FCoE Storage Port : -
0 17 Eical + t+ ; sysirack-unit...
. Up Enabled
Cenfigure as Appliance Fort
0 18 sical 'V Sip Not Pr + Disabled
0 19 Eical + Up + Enabled sysirack-unit...
0 20 sical V' Sp Not Pr ¥ Disabled
0 pal sical V' Stp Mot Pr ¥ Disabled
0 22 DODEFEFF Oncormgmed - Physical ¥ spnotpr. ¥ Disabled
0 23 O0:DE:FB:FF: Unconfigured  Physical ¥ 3ip Not Pr ¥ pisabled

5. Click Yes to confirm server ports and click OK.
6. Verify that the ports connected to the chassis are now configured as server ports.

7. Select ports 39 and 40 that are connected to the Cisco Nexus switches, right-click them, and select Config-
ure as Uplink Port.
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| Fabric Interconnects - Fabric Interconnects | Fabric Interconnect A (subordinate) / Fixed Module / Ethernet Ports
= Fabric Interconnects Fthemet Ports
= Fabric Interconnect A (subordinate) Y, Advanced Filter 4 Export o Print AI\ Unconfigured Network Scrvcr FCoE Uplink Unified Uplink » o3
» Fans Slot Aggr. PortlD  Port ID MAC If Role: F Type Overall Status ~ Admin State  Peer
« Fixed Module 1 0 37 DO-DE:FB:FF:..  Unconfigured  Physical Vo stpnotpr. ¥ Disabled
1 0 38 00:DE:FB:FF:.... Unconfigured  Physical ¥ sip Not Pr ¥ Disabled
» FC Ports 1 0 39 DO-DE:FB:FF:..  Unconfigured  Physical Y sioNotbr. ¥ Disabled
» PSUs 1 0 40 00:DE:FB:FF.. . Unconfigured, Physical fp Not Pr... i Disabled
» Fabric Interconnect B (primary) 1 0 41 00:DE:FB:FF: fp Mot Pr... ¥ Disabled
0 42 00:DE:FB:FF: fo Not Pr.. % Disabled
0 43 00-DEFBFF foNoter.. ¥ Disabled
. £ 00:DE-FB:FF: Configure as FCoE Uplink Port R 0 pecis
Configure as FCoE Storage Port
0 a5 00-DE-FBFF i Mot Pr. ¥ Disabled
Configure as Appliance Port
0 46 00:DE:FB:FF: fo Not Pr.. % Disabled
0 a7 00-DE-FBFF i Mot Pr. ¥ Disabled
& 0 48 00:DE:FE:FF: fo NotPr. ¥ Disabled
1 ] 49 00:DE:FB:FF: dmin Do.. ¥ Disabled
1 0 50 00:DE:FB:FF:1 dmin Do.. ¥ Disabled
0 51 00:DE:FB:FF.... Unconfigured Physical W sfp Nat Pr.. ¥ Disabled
0 52 00-DE-FEFF Unconfigured  Physical Vsipnotpr. ¥ Disabled
0 53 00:DE:FB:FF....  Unconfigured Physical W 5fp Nat Pr. ¥ Disabled
0 54 00:DE:FB:FF Unconfigured  Physical YV sipnotpr. ¥ Disabled

8. Click Yes to confirm uplink ports and click OK.

9. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.

10. Expand Ethernet Ports.

11. Select the ports that are connected to the chassis, right-click them and select Configure as Server Port.
12. Click Yes to confirm server ports and click OK.

13. Select ports 39 and 40 that are connected to the Cisco Nexus switches, right-click them, and select Config-
ure as Uplink Port.

14. Click Yes to confirm the uplink ports and click OK

Acknowledge Cisco UCS Chassis

To acknowledge all Cisco UCS chassis, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.
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10 Modules Fans PSUs Hybrid Display Slots Installed Firmware SEL Logs P>

Physical Display

v Chassis / Chassis 1
General Servers Service Profiles
- S/t Summary
i Acknowledge Chassis !
Remove Chassis ® e
Decommission Chassis 0 0 )

Turn on Locator LED

Start Fault Suppression us

eral Status - 4 Operable

. Status Details
Copy

Copy XML
jons

Suppression Task Properties

Properties

ID 1
Product Name - Cisco UCS 5108

Vendor . Cisco Systems Inc PID N20-C6508
Revision c0 Serial FOX1652GE7F
Locator LED : @ Server SIOC Connectivity Status

User Label

@ Part Details

4. Click Yes and then click OK to complete acknowledging the chassis.

Create Pools

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Pools > root.

ﬂ In this procedure, two MAC address pools are created, one for each switching fabric.

w

Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool.

5. Enter MAC_Pool_A as the name of the MAC pool.

6. Optional: Enter a description for the MAC pool.

7. Select Sequential as the option for Assignment Order.
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Create MAC Pool 7 X
Define Name and Description MName - MAC_Poal_A
Description :
Add MAC Addresses
Assignment Order : 1 Default (@) Sequential
MNext » Cancel

8. Click Next.
9. Click Add.

10. Specify a starting MAC address.

‘& For Cisco UCS deployments, the recommendation is to place OA in the next-to-last octet of the
starting MAC address to identify all of the MAC addresses as fabric A addresses. In our example,
we have carried forward the of also embedding the extra building, floor and Cisco UCS domain num-
ber information giving us 00:25:B5:91:1A:00 as our first MAC address.

11. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.
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12.

13.

14.

15.

16.

17.

18.

Create a Block of MAC Addresses

First MAC Address : | 00:25:B5:91:1A:00 ‘ Size | 32 =

To ensure unigueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix
00:25:B5mxx:xx:xx

ﬂ Cancel

Click OK.

Click Finish.

In the confirmation message, click OK.

Right-click MAC Pools under the root organization.

Select Create MAC Pool to create the MAC address pool.
Enter MAC_Pool_B as the name of the MAC pool.

Optional: Enter a description for the MAC pool.
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Create MAC Pool ? X
Define Name and Description Mame :  MAC_Pool_B
Description :
Add MAC Addresses
Assignment Order - 1 Default (8) Sequential
MNext > Cancel

19. Click Next.
20. Click Add.

21. Specify a starting MAC address.

‘& For Cisco UCS deployments, the recommendation is to place OB in the next-to-last octet of the
starting MAC address to identify all of the MAC addresses as fabric B addresses. In our example,
we have carried forward the of also embedding the extra building, floor and Cisco UCS domain num-
ber information giving us 00:25:B5:91:1B:00 as our first MAC address.

22. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.
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Create a Block of MAC Addresses

First MAC Address : | 00:25:B5:91:18:00 ‘ Size @ | 32| =

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:0cxcxx

o Cancel

23. Click OK.
24. Click Finish.
25. In the confirmation message, click OK.

Create WWNN Pool

To configure the necessary WWNN pool for the Cisco UCS environment, follow these steps on Cisco UCS
Manager:

1. Select the SAN tab.

2. Select Pools > root.

3. Right-click WWNN Pools under the root organization.
4. Select Create WWNN Pool to create the WWNN pool.
5. Enter WWNN_Pool for the name of the WWNN pool.
6. Optional: Enter a description for the WWWNN pool.

7. Select Sequential for Assignment Order.
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Create WWNN Pool ? X
Define Name and Description MName [ WWHNN_Pool
Description
Add WWN Blocks
Assignment Order : ) Default (e Sequential
Next > Cancel

8. Click Next.
9. Click Add.

10. Modify the From field as necessary for the UCS Environment.

ﬁ Modifications of the WWN block, as well as the WWPN and MAC Addresses, can convey identifying
information for the Cisco UCS domain. Within the From field in our example, the 6" octet was
changed from 00 to 01 to represent as identifying information for this being our first Cisco UCS do-
main.

‘& Also, when having multiple Cisco UCS domains sitting in adjacency, it is important that these blocks,
the WWNN, WWPN, and MAC hold differing values between each set.
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- -
Create WWN Block 7 X
From: | 20:00:00:25:B5:01:00:00 Size : | 32 -
To ensure uniqueness of WWRNs in the SAN fabric, yvou are strongly encouraged to use

the following WWHN prefix:

20:00:00:25:b500xx:xx

1

1

1. Specify a size of the WWNN block sufficient to support the available server resources.

2. Click OK.

13. Click Finish to create the WWNN Pool.

14. Click OK.

Create WWPN Pools

To configure the necessary WWPN pools for the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click the SAN tab in the navigation pane.

Select Pools > root.

In this procedure, two WWPN pools are created, one for each switching fabric.
Right-click WWPN Pools under the root organization.

Select Create WWPN Pool to create the WWPN pool.

Enter WWPN_PooI_A as the name of the WWPN pool.

Optional: Enter a description for the WWPN pool.

Select Sequential for Assignment Order.
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Create WWPN Pool ? X
Define Name and Description MName [ WWPMN_Pool_A
Description
Add WWN Blocks
Assignment Order : ) Default (e Sequential
Next > Cancel

9. Click Next.
10. Click Add.

11. Specify a starting WWPN

‘ﬁ For the FlashStack solution, the recommendation is to place 0A in the next-to-last octet of the start-
ing WWPN to identify all of the WWPNSs as fabric A addresses. Merging this with the pattern we
used for the WWNN we see a WWPN block starting with 20:00:00:25:B5:01:0A:00.

12. Specify a size for the WWPN pool that is sufficient to support the available blade or server resources.

Create WWN Block ? X

From: | 20:00:00:25:B5:01:04A:00 Size : | 32 =

To ensure uniqueness of WWNs in the SAN fabric, vou are strongly encouraged to use
the following WWHN prefix:

20:00:00:25:b500xx:xx

13. Click OK.
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14. Click Finish.

15. In the confirmation message, click OK.

16. Right-click WWPN Pools under the root organization.
17. Select Create WWPN Pool to create the WWPN pool.
18. Enter WWPN_Pool_B as the name of the WWPN pool.
19. Optional: Enter a description for the WWPN pool.

20. Select Sequential for Assignment Order.

Create WWPN Pool ? X
Define Name and Description MName | WWPMN_Pool_B
Description
Add WWN Blocks
Assignment Order : ) Default (e Sequential
Next > Cancel

21. Click Next.
22. Click Add.

23. Specify a starting WWPN.

‘ﬁ For the FlashStack solution, the recommendation is to place 0B in the next-to-last octet of the start-
ing WWPN to identify all of the WWPNSs as fabric A addresses. Merging this with the pattern we
used for the WWNN we see a WWPN block starting with 20:00:00:25:B5:01:0B:00.

24. Specify a size for the WWPN address pool that is sufficient to support the available blade or server resources.
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Create WWN Block ? X

From: | 20:00:00:25:B5:01:08:00 Size : |32 =

v

To ensure uniqueness of WWNs in the SAN fabric, vou are strongly encouraged to use
the following WWHN prefix:

20:00:00:25:b500xx:xx

25. Click OK.
26. Click Finish.
27. In the confirmation message, click OK.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Pools > root.

w

Right-click UUID Suffix Pools.
4. Select Create UUID Suffix Pool.

5. Enter UUID_Pool as the name of the UUID suffix pool.
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Create UUID Suffix Pool :
"
Define Name and Description Marme - UUID_Pool
Description :
Add UUID Blocks

Prefix : |0‘| Derived () other |

Assignment Order :

() Default (#) Sequential |

MNext > Cancel

6. Optional: Enter a description for the UUID suffix pool.
7. Keep the prefix at the derived option.

8. Select Sequential for the Assignment Order.

9. Click Next.

10. Click Add to add a block of UUIDs.
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Create a Block of UUID Suffixes

From : ‘ 0000-000000000001 ‘ Size : |32

Cancel

11. Keep the From: field at the default setting.

12. Specify a size for the UUID block that is sufficient to support the available blade or server resources.
13. Click OK.

14. Click Finish.

15. Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click Server Poals.

4. Select Create Server Pool.

5. Enter Infra_Pool as the name of the server pool.
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Create Server Pool 7 X
Set Name and Description Name : | Infra_Pool

Description
Add Servers

Next > Cancel

6. Optional: Enter a description for the server pool.
7. Click Next.

8. Select two (or more) servers to be used for the VMware management cluster and click >> to add them to the
Infra_Pool server pool.
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Create Server Pool X
Set Name and Descrigﬁon Servers Pooled Servers
i i
Add Servers
C. S.. R. U. PD A. S C C Sl. R. U PD A. S C.
1 U. u. w. Mo data available
1 1 U u.. F 16 >
2 u. U. W
2 u t+y F. 6
3 U LT
u ty F. 6
Model UCSC-C220-M5SX Model
Serial Number: WZP22430CUP Serial Number:
Wendor: Cisco Systems Inc Wendor:
< Prev m Cancel
9. Click Finish.
10. Click OK

Create IP Pool for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Poals > root > IP Pools.

3. Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.
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Create Block of IPv4 Addresses ? X
Fram o [10.2.164.70 Size |16 =
Subnet Mask : |255.255.255.0 Default Gateway - |10.2.7164.254
Primary DNS : [?f_".'.lﬁif‘-.gl | Secondary DNS : [0.0.0.0

o Cancel

Enter the starting IP address of the block and the number of IP addresses required, and the subnet and gate-
way information.

Click OK to create the block of IPs.

Click OK.

Set Packages and Policies

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus
adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, follow
these steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root.

Expand Host Firmware Packages.

Select default,

In the Actions pane, select Modify Package Versions.

Select the version 4.0(2b)B for the Blade Package, and optionally set version 4.0(2b)C for the Rack Package.

Leave Excluded Components with only Local Disk selected.
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Modify Package Versions X
Blade Package : |4.0(2b)B v

Rack Package : | 4.0(2b)C v

Service Pack : | <not set> r

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller

CimC

FC Adapters

Flex Flash Controller

GPUs

HBA Option ROM

Host NIC

Host NIC Option ROM
+| Local Disk

NVME Mswitch Firrmware

PsU

Py Suibeb Firrrneare

OK Apply Cancel Help

8. Click OK to modify the host firmware package.

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, follow these steps:

ﬂ This example creates a policy for Cisco UCS B200 M5 servers for a server pool.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Palicies > root.

3. Right-click Server Pool Policy Qualifications.

4. Select Create Server Pool Policy Qualification.
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5. Name the policy UCS-B200M5.

6. Select Create Server PID Qualifications.

7. Select UCS-B200-M5 from the PID drop-down list.

Create Server PID Qualifications

PID -

8. Click OK.

9. Optionally select additional qualifications to refine server selection parameters for the server pool.

v

<not set>
UCSB-B200-M4
UCSB-B200-M3
UCSB-B200-CONN
UCSB-B400-CONN
UCSB-B400-CAP
UCSB-B200-CAP
UCS-DIMM-MAP
UCSB-B480-M5

UCSB-B420-M4

UCSC-C3X60-5VRNB

UCSB-B420-M3
UCSB-EX-M4-3

10. Click OK to create the policy then OK for the confirmation.

Cancel

Create vMedia Policy for VMware ESXi 6.7 U1 Install Boot (Optional)

A separate HTTP web server is required to automate the availability of the ESXi image to each Service Profile on
first power on. The creation of this web server is not covered in this document but can be any existing web
server capable of serving files via HTTP that are accessible on the OOB network that the ESXi image can be

placed upon.

Place the Cisco Custom Image VMware ESXi 6.7 U1 1SO on the HTTP server and follow these steps to create a

vMedia Policy:

1. In Cisco UCS Manager, select Servers.

2. Select Policies > root.

3. Right-click vMedia Policies.
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4. Select Create vMedia Policy.

5. Name the policy ESXi-6.7U1-HTTP.

6. Enter “Mounts ISO for ESXi 6.7 U1” in the Description field.
7. Click Add.

8. Name the mount ESXi-6.7U1-HTTP.

9. Select the CDD Device Type.

10. Select the HTTP Protocol.

11. Enter the IP Address of the web server.

# Since DNS server IPs are not required in the KVM IP earlier, it is may be necessary to enter the IP of
the web server instead of the hostname.

12. Leave “None” selected for Image Name Variable.
13. Enter VMware_ESXi_6.7.0_10302608_Custom_Cisco_6.7.1.1 as the Remote File name.

14. Enter the web server path to the ISO file in the Remote Path field.
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Create vMedia Mount ? X
Name : | ESXi-6.7U1 IETTF'
Description
Device Type o (e CDD Yy HDD
Protocol : TMNFS (O CIFS (@) HTTP { YTHTTPS
Hostname/IP Address | 192.1.164.165
Image Mame Variable : [(e) None () Service Profile Name
Remote File ;| VMware_ESXi_6.7.0_10302608_Custom_Cisco_B.7
Remote Path : | fsrv/repo/VMware/|
Usernmame
Password
Remap on Eject
o Cancel

15. Click OK to create the vMedia Mount.

16. Click OK then OK again to complete creating the vMedia Policy.

‘ﬁ For any new servers added to the Cisco UCS environment the vMedia service profile template can be
used to install the ESXi host. On first boot the host will boot into the ESXi installer. After ESXi is installed,
the vMedia will not be referenced as long as the boot disk is accessible.

Create Server BIOS Policy
To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click Servers .
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter VM-Host as the BIOS policy name.
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Create BIOS Policy

MName | VM-Host]

Description

Reboot on BIOS Sethings Change :

B

Cancel

6. Select and right click the newly created BIOS Policy.
7. Within the Main tab of the Policy:
8. Change CDN Control to enabled.

9. Change the Quiet Boot setting to disabled.
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Policies / root / BIOS Policies /| VYM-Host

Main Advanced Boot Options Server Management Events

Actions

Delete

Show Policy Usage

Properties

Name : VM-Host l}
Description
Owmer : Local

Reboot on BIOS Settings Change - )

T, Advanced Filter 4 Export o Print

BIOS Setting Value
CDN Control Enabled
Front panel lockout Platform Default
POST error pause Platform Default
Quiet Boot Disabled

=1 loss Platform Default

10. Click the Advanced tab, leaving the Processor tab selected within the Advanced tab.
11. Set the following within the Processor tab:

a. DRAM Clock Throttling -> Performance
b. Frequency Floor Override -> Enabled

c. Energy Performance -> Performance

73



Compute Configuration

Policies / root / BIOS Palicies / YM-Host
Main Advanced Boot Options Server Management Events
Intel Directed 1O RAS Memaory Serial Port Use BCI QFl LOM and PCle Slots Trusted Platform Graphics» 3
Y Advanced Filter 4 Export o Print el
BIOS Setting - Value
DCU Streamer Prefetch Platform Default v
DRAM Clock Throttling Performance v
Demand Scrub Platform Default v
Determinism Slider Platform Default v
Direct Cache Access Platform Default v
Downcore control Platform Default v
Energy Efficient Turbo Platform Default v
Energy Performance Performance v
Energy Performance Tuning Platform Default v
Enhanced Intel SpeedStep Tech Platform Default v
Execute Disable Bit Platform Default v
Frequency Floor Override Enabled v
Global C-state Control Platform Default v
Hardware Prefetcher Platform Default v
IMC Inteleave Platform Default v
IOMMU Platform Default v
Intel HyperThreading Tech Platform Default v
Intel Turbo Boost Tech Platform Default v

12. Scroll down to the remaining Processor options and select:

Processor C State -> Disabled

a
b. Processor C1E -> disabled

o

Processor C3 Report -> disabled
d. Processor C6 Report -> disabled

e. Processor C7 Report -> disabled
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Policies / root / BIOS Policies /| VM-Host
Main Advanced Boot Options Server Management Events
Intel Directed 10 RAS Memoary Serial Port USB BCl QP LOM and PCle Slots Trusted Platform Graphic:> &
Y, Advanced Filter 4 Export 4% Print {I-
BIOS Setting & \alue
Package C Cﬁe Limit Platform Default v
Patrol Scrub Platform Default v
Power Technology Platform Default A4
Processor C State Disabled v
Processor C1E Disabled v
Processor C3 Report Disabled A4
Processor C6 Report Disabled v
Processor C7 Report Disabled v
Processor CMCI Platform Default v
ProcessorEppProfile Platform Default \d
Rank Interleaving Platform Default A4
SMEE Platform Default v
SMT Mode Platform Default v
SVM Mode Platform Default v
Sub NUMA Clustering Platform Default v
UPI Prefetch Platform Default v
Workload Configuration Platform Default \d
XPT Prefetch Platform Default v
Reset Values

13. Click the RAS Memory tab and select:

a. LV DDR Mode -> performance-mode
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Policies / root / BIOS Policies /| YM-Host

Reset Values

Main Advanced Boot Options Server Management Events
Processor ntel Directed 10 RAS Memory Serial Port Use PC QPI LOM and PCle Slots Trusted Platform Graphics

Y, Advanced Filter 4 Export o Print -I:I-

BIOS Setting Value
Platform Default v
Platform Default v
Per v
Platform Default v
Platform Default v
Platform Default v

14. Click Save Changes.
15. Click OK.

Update Default Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Palicies > root.

3. Select Maintenance Policies > default.
4. Change the Reboot Policy to User Ack.
5.

(Optional: Click “On Next Boot” to delegate maintenance windows to server owners).
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Policies . Policies / root | Maintenance Policies / default L
- Policies Gensral | Eusnts
w root
Actions Properties
» Adapter Policies
+ BIOS Defaults Name : dafault
» BIOS Policies Show Policy Usage Description
Owner - Local
» Boot Policies
Soft Shutdown Timer : [150 Secs B

» Diagnostics Policies

Storage Config. Deployment Policy : () Immediate (®) User Ack
» Graphics Card Policies 9 9. Deploy :

Reboot Policy : | ) immediate (#) User Ack () Timer Automatic

» Host Firmware Packages

» IPMIfRedfish Access Profiles | On Next Boot|(Apply pending changes at next reboot.)

» KVM Management Policies

» Local Disk Config Policies
» Maintenance Policies
default
» Management Firmware Packages
» Memory Policy
» Power Control Policies
» Power Sync Policies
» Scrub Policies
» Serial over LAN Policies
» Server Peol Policies
» Server Pool Policy Qualifications
» Threshold Policies
» ISCSI Authentication Profiles

» vMedia Policies

» WNIC/VHBA Placement Policies

6. Click Save Changes.
7. Click OK to accept the change.

Create Local Disk Configuration Policy (Optional)

A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment do not
have a local disk.

ﬂ This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Palicies > root.

3. Right-click Local Disk Config Policies.

4. Select Create Local Disk Configuration Policy.

5. Enter SAN-Boot as the local disk configuration policy name.

6. Change the mode to No Local Storage.

7. Click OK to create the local disk configuration policy.
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Create Local Disk Configuration Policy 5
Mame ;| SAN-Boot

Description

Mode ; |Nu Local Storage v |

FlexFlash

FlexFlash State : | #) Disable () Enable |

If FlexFlash State 1= disabled, SD cards will become unavailable immediately.
Please ensure 5D cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State - _“ Enable |

@) Disable

..

™y

FlexFlash Removable State Yes (_)No (&) Mo Change |

If FlexFlash Removable State 1= changed, 50 cards will become unavaillable temporarily.
Please ensure SD cards are not in use before changing the FlexFlash Removable State.

o Cancel

8. Click OK.

Create Power Control Policy
To create a power control policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Power Control Policies.
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4. Select Create Power Control Policy.
5. Enter No-Power-Cap as the power control policy name.

6. Change the power capping setting to No Cap.

Create Power Control Policy ? X
Marme ;| Mo-Power-Cap

Description

Fan Speed Policy - | Any L

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. I
you choose no-cap, the server i1s exempt from all power capping.

#) NoCap () cap

Cisco UCS Manager only enforces power capping when the servers in @ power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

o Cancel

7. Click OK to create the power control policy.
8. Click OK.

Create Network Control Policy for Cisco Discovery Protocol

To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network ports, follow
these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Palicies > root.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Enable_CDP as the policy name.
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6. For CDP, select the Enabled option.

7. Click OK to create the network control policy.

Create Network Control Policy ? X
Mame : | Enable_CDP

Description

CDp : 1 Disabled () Enabled

MAC Register Mode : [(e) Only Mative Van () All Host Vians

Action on Uplink Fail : |(e) Link Down () Warning

MAC Security

Forge : |ie) Allow ) Deny

LLDP

8. Click OK.

Configure Cisco UCS LAN Connectivity

Create Uplink Port Channels

To configure the necessary port channels out of the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

ﬂ In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches
and one from fabric B to both Cisco Nexus switches.

2. Under LAN > LAN Cloud, expand the Fabric A tree.
3. Right-click Port Channels.
4. Select Create Port Channel.

5. Enter a unigue ID for the port channel, (131 in our example to correspond with the upstream Nexus port
channel).

6. With 131 selected, enter vPC-131-Nexus as the name of the port channel.
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Create Port Channel ?
Set Port Channel Name > 131
Name |va“C,—131—Nexus| |
Add Ports
Next > Cancel
7. Click Next.
8. Select the following ports to add to the port channel:
a. SlotID 1 and port 49
b. SlotID 1 and port 50
Create Port Channel ?
Set Port Channel Name Ports Ports in the port channel
Slot 1D Agar. Po.. Port MAC Slot 1D Agar. Po.. Port MAC
Add Ports
1 (i) 49 00:DEF... No data available
1 (] 50 00:DEF... -
< Prev m Cancel
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9. Click >> to add the ports to the port channel.

10. Click Finish to create the port channel.

11. Click OK.

12. In the navigation pane, under LAN > LAN Cloud, expand the fabric B tree.
13. Right-click Port Channels.

14. Select Create Port Channel.

15. Enter a unique ID for the port channel, (132 in our example to correspond with the upstream Nexus port
channel).

16. With 132 selected, enter vPC-132-Nexus as the name of the port channel.

Create Port Channel ?
Set Port Channel Name I - [132

Name : | vPC-132-Nexus
Add Ports

Next > Cancel

17. Click Next.
18. Select the following ports to add to the port channel:

a. SlotID 1 and port 49
b. SlotID 1 and port 50
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s Create Port Channel 7 X
Set Port Channel Name Ports Ports in the port channel
Slot ID Aggr. Po...  Port MAC Slot ID Aggr. Po...  Port MAC
Add Ports
0 49 00:DE:F... No data available
0 50 D0:DEF... -

< Prev m Cancel

19. Click >> to add the ports to the port channel.
20. Click Finish to create the port channel.

21. Click OK.

Create VLANS

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

ﬁ In this procedure, six unique VLANs are created. See Table 2 for a list of VLANs to be created.

2. Select LAN > LAN Cloud.

3. Right-click VLANSs.

4. Select Create VLANS.

5. Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter the native VLAN ID.
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8. Keep the Sharing Type as None.

Create VLANs ? X
WLAM Name/Prefix o | Native-WLAN
Multicast Policy Name | <not set> v Create Multicast Palicy

o) Common/Global { ) Fabric A ) Fabric B () Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", "29,35,40-45", "23", "23,34-45")

VLAM IDs: | 2

Sharing Type : |ie) Mone () Primary () Isolated () Community

Check Overlap o Cancel

9. Click OK and then click OK again.

10. Expand the list of VLANSs in the navigation pane, right-click the newly created Native-VLAN and select Set as
Native VLAN.

11. Click Yes and then click OK.

12. Right-click VLANSs.

13. Select Create VLANS

14. Enter IB-Mgmt as the name of the VLAN to be used for management traffic.
15. Keep the Common/Global option selected for the scope of the VLAN.

16. Enter the In-Band management VLAN ID.

17. Keep the Sharing Type as None.
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n 15
Create VLANs ? X
VLAN Name/Prefix ~ : |IB-Mgmt
Multicast Policy Name : | <not set> v Create Multicast Policy

o) Common/Global { ) Fabric A ) Fabric B { ) Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs (e.g. " 2009-20197, " 29,35, 40-45", "23" " 23,34-45")

VLAM IDs : | 215

Sharing Type : |(e)None () Primary ( O Isolated ¢ ) Community

Check Overlap o Cancel

18. Click OK and then click OK again.

19. Right-click VLANSs.

20. Select Create VLANS.

21. Enter vMotion as the name of the VLAN to be used for vMotion.

22. Keep the Common/Global option selected for the scope of the VLAN.
23. Enter the vMotion VLAN ID.

24. Keep the Sharing Type as None.
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Create VLANs ? X
WVLAM Name/Prefix : VMDtiDrl
Multicast Policy Name : | <not set> v Create Multicast Policy

o) Common/Global ( ) Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN 1Ds in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35, 40-45" " 23", " 23,34-45")

VAN IDs: | 1130

Sharing Type : [(o)MNone () Primary ) lsolsted ) Community

Check Overlap o Cancel

25. Click OK and then click OK again.

26. Right-click VLANS.

27. Select Create VLANS.

28. Enter VM-App- as the prefix of the VLANS to be used for VM Traffic.
29. Keep the Common/Global option selected for the scope of the VLAN.
30. Enter the VM-Traffic VLAN ID range.

31. Keep the Sharing Type as None.

Create vNIC Templates

To create the multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, follow the
steps in this section.

Create Management vNICs
For the vNIC_Mgmt_A Template, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Policies > root.
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3. Right-click vNIC Templates.

4. Select Create VNIC Template.

5. Enter vNIC_Mgmt_A as the vNIC template name.
6. Keep Fabric A selected.

7. Select Primary Template for the Redundancy Type.

8. Leave Peer Redundancy Template as <not set>

# Redundancy Type and specification of Redundancy Template are configuration options to later allow
changes to the Primary Template to automatically adjust onto the Secondary Template.

9. Under Target, make sure that the VM checkbox is not selected.
10. Select Updating Template as the Template Type.

11. Under VLANS, select the checkboxes for IB-Mgmt and Native-VLAN VLANS.
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Create vNIC Templately ?
Name vNIC_Mgmt_A
Description
Fabric 1D ®) Fabric A ) Fabric B D Enable Failover
Redundancy
Redundancy Type [ '_“_: Mo Redundancy _0'_‘_: Primary Template _'_\_: Secondary Template |
Peer Redundancy Template : | <not set>
Target
Adapter
[ ] vm
Waming
If WM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten
Template Type _'_‘; Imitial Template _0'_‘_: Updating Template
WLAMNS VLAM Groups
Y, Advanced Filter 4 Export % Print It
Select Name MNative VLAN VLAN ID
v IB-Mgmt 215
iSCSI-A-VLAN 1110
v Mative-VLAN = 2

12. Set Native-VLAN as the native VLAN.
13. Leave vNIC Name selected for the CDN Source.

14. Leave 1500 for the MTU.

15. In the MAC Pool list, select MAC_Pool_A.

16. In the Network Control Policy list, select Enable_CDP.
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Create vNIC Template b
| VLANS | VLAN Qroups
Y, Advanced Filter i F'ri[\rt It
Select Ndn'ls::\r Native VLAN VILAN ID
default
vy IB-Mgmt i
iSCSI-A-VLAN 110
v Native-VLAN = 2
pure-ext 5
pure=int 15
Create VLAN
CDN Source (®) wNIC Name () User Defined
MTU ;1500
MAC Poal © | MAC_Pool _A{32/32) »
QoS Policy U | =notset= w
Metwork Control Policy @ | Enable CDP v
Pin Group o | =not set=
Stats Threshold Policy : | default »
Connection Policies
Dynamic vNIC 0‘ usNIC ‘ VMG
ushNIC Connection Policy © | <not set>
o Cancel

17. Click OK to create the vNIC template.

18. Click OK.

For the vNIC_Mgmt_B Template, follow these steps:

1.

2.

Select Policies > root.

Select Fabric B.

In the navigation pane, select the LAN tab.

Right-click vNIC Templates.

Select Create VNIC Template

Enter vNIC Mgmt B as the vNIC template name.

Select Secondary Template for Redundancy Type.
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8. For the Peer Redundancy Template drop-down list, select vNIC_Mgmt_A.

ﬂ With Peer Redundancy Template selected, Failover specification, Template Type, VLANs, CDN
Source, MTU, and Network Control Policy are all pulled from the Primary Template.

9. Under Target, make sure the VM checkbox is not selected.

Create vNIC Template ? X

Name o [ wNIC_Mgmt_B

Description

Fatuic D : ) Fabric A ®) Fabric B Enable Failover
Redundancy D\?
Redundancy Type : ) Mo Redundancy ) Primary Template (o) Secondary Template

Peer Redundancy Template - | wNIC_Mgmt_A

Target
| Adapter
WM

Waming

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type : ) Initizl Template (o) Updating Template
VLANs WLAN Groups
Y Advanced Fiter 4 Export & Print -I:I-
Select Mame Mative VLAN VLAN ID
default
1B-Mgmt 213
iSCSI-B-VLAN 1120

Mativa-W1 AN

10. In the MAC Pool list, select MAC_Pool_B.
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Create vNIC Template

| VLANS | ViLAN Qroups

¥

T Advanced Filter 4 Export % Print '1:1'
Select Name Mative WVLAN VLAN ID
default
IB-Mgmt 215
iSCSI-B-VLAN 120
Native-VLAN 2
pure-ext 5
pure=int 15
Create VLAN
CDN Source 0‘ vNIC Mame ‘ User Defined
MTU 1500
MAC Pool MAC_Pool_B(32/32) v
QoS Policy “not set> v
Metwork Control Policy © | <not set>
Pin Group <not set> v
Stats Threshold Policy © | default »

Connection Policies

Dynamic vNIC (@) usNIC () VMQ

usMIC Connection Policy @ | <not set> w

11. Click OK to create the vNIC template.

12. Click OK.

Create vMotion vNICs

For the vNIC_vMotion_A Template, follow these steps:

1.

2.

In Cisco UCS Manager, click the LAN tab in the navigation pane.

Select Policies > root.

Right-click vNIC Templates.

Select Create vNIC Template.

Enter vNIC vMotion_ A as the vNIC template name.

Keep Fabric A selected.
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7. Select Primary Template for the Redundancy Type.
8. Leave Peer Redundancy Template as <not set>
9. Under Target, make sure that the VM checkbox is not selected.

10. Select Updating Template as the Template Type.

Create vNIC Template

Name - [ wNIC_wMaotion_A

Description

Fabric ID - (#) Fabric A ) Fabric B

Redundancy

Enable Failover

?

Redundancy Type : | Mo Redundancy (e) Primary Template () Secondary Template

Peer Redundancy Template : <not set> v

Target
| Adapter
WM

Waming

If WM is selected, a port profile by the same name will be created.
If & port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type : Imitizl Template 0 Updating Template

WLANS VLAN Groups

Y, Advanced Filter 4 Export % Print Fol
Select Narme Mative VLAN VLAN ID
default
IB-Mgmit 215
iSCSI-A-VLAN 1110
Nativa-\l AN 2
o Cancel

11. Under VLANSs, select the checkboxes vMotion and Native-VLAN.
12. Set vMotion as the native VLAN.

13. For MTU, enter 9000.

14. In the MAC Pool list, select MAC_Pool_A.

15. In the Network Control Policy list, select Enable_CDP.
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Create vNIC Template ?

| VLANS | VLAN Groups
T, Advanced Filter 4 Export & Print -1:1-
Select Name Native VLAN VLAM ID

PUTE=EXT T

pure-int 115
VM-App-1301 1301
VM-App-1302 1302
VM-App-1303 1303
v vMotion : 1130

Create VLAN

CDN Source : |i®) wNIC Mame () User Defined

MTU : | 9000

MAC Pool o | MAC_Pool_A{32/32) »

QoS Policy D o=not set> w

Network Control Policy @ | Enable_CDP w

Pin Group o | =not set=> v

Stats Threshold Policy @ | default

Connection Policies

Dynamic vNIC (@) usNIC () VMQ

usNIC Connection Policy © | <pot set>

16. Click OK to create the vNIC template.
17. Click OK.

For the vNIC_vMotion_B Template, follow these steps:

1. In the navigation pane, select the LAN tab.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create VNIC Template

5. Enter vNIC_vMotion_B as the vNIC template name.
6. Select Fabric B.

7. Select Secondary Template for Redundancy Type.

8. For the Peer Redundancy Template drop-down, select vNIC_vMotion_A.
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ﬁ With Peer Redundancy Template selected, MAC Pool will be the main configuration option left for
this vNIC template.

9. Under Target, make sure the VM checkbox is not selected.

Create vNIC Template ? X

Name - | WMNIC_vMotion_B

Description

Fabric ID : ) Fabric A ) Fabric B Enable Failover
Redundancy
Redundancy Type : O No Redundancy () Primary Template (o) Secondary Template

Peer Redundancy Template © | yNIC_vMotion_A

Target
~ | Adapter
VM

Wamning

If WM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type : Y Initial Template (#) Updating Template
VLAMNS VLAN Groups
Y, Advanced Filter 4 Export o Print 1t
Select Mame Mative VLAN VILAN ID
default
IB-Mgmt 215
iSCSI-B-VLAN 1120

Mativa-Wl AN 2

o Cancel

10. In the MAC Pool list, select MAC_Pool_B.
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Create vNIC Template 5
| VLANS | VLAN Qroups
T, Advanced Filter 4 Export % Print 'I:I'
Select Name Native VLAN VLAN ID
default
IB-Mgmit 215
iSCSI-B-VLAN 120
Native-VLAN 2
pure-ext 5
pure-int 15
Create VLAN
CDN Source o (@) wNIC Name () User Defined
MTU : | 1500
MAC Pool © | MAC_Pool_B(32/32) »
QoS Policy o | <notsetr w
Network Control Policy @ | <not set> w
Pin Group o | =not set= v
Stats Threshold Policy :© | default v
Connection Policies
Dynamic vNIC (&) usNIC () VMQ
usNIC Connection Policy © | <pot set> w
o Cancel

11. Click OK to create the vNIC template.

1

2. Click OK.

Create Application vNICs

For the vNIC_App_A Template, follow these steps:
1.

2.

Select Policies > root.
Right-click vNIC Templates.

Select Create vNIC Template.

Keep Fabric A selected.

Enter vNIC_App_A as the vNIC template name.

Optional: select the Enable Failover checkbox.

Select Primary Template for the Redundancy Type.

In Cisco UCS Manager, click the LAN tab in the navigation pane.
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9. Leave Peer Redundancy Template as <not set>
10. Under Target, make sure that the VM checkbox is not selected.
11. Select Updating Template as the Template Type.

12. Set default as the native VLAN.

Create vNIC Template 7 X
Name o | wNIC_APP_A
Description
Fabric ID : *) Fabric A ) Fabric B Enable Failover
Redundancy
Redundancy Type |0 Mo Redundancy (e) Primary Template () Secondary Template
Peer Redundancy Template : | <pnot set> v
Target
| Adapter
VM
Waming
If VM is selected, a port profile by the same name will be created.

If @ port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type | Initial Template (e) Updating Templat
WLANS WLAN Groups
Te Advanced Filter 4 Export o Print -I:I-
Select Name Native VLAN VLAN ID
v default *

IB-Mgmt 215
iSCSI-A-VLAN 1110
Native-VLAN 2

13. Under VLANS, select the checkboxes for any application or production VLANSs that should be delivered to the
ESXi hosts.

14. For MTU, enter 9000.
15. In the MAC Pool list, select MAC_Pool_A.

16. In the Network Control Policy list, select Enable_CDP.
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Create vNIC Template 5
| VLANS | VLAN Qroups
T, Advanced Filter 4 Export % Print It
Select Name Native VLAN VLAN ID
PUTE=EXT e
pure=int 15
4 VM-App-1301 301
v VM-App-1302 302
4 VM-App-1303 303
vMotion 130
Create VLAN
CDN Source  |(#) vNIC Name () User Defined
MTU : | 9000
MAC Pool o | MAC_Pool_A{32/32) »
QoS Policy o <notset> w
Metwork Control Policy @ | Enable_CDP »
Pin Group o | =not set>
Stats Threshold Policy : | default
Connection Policies
Dynamic vNIC (&) usNIC () VMO
usMNIC Connection Policy © | <pot set> w
n Cancel

17. Click OK to create the vNIC template.

18. Click OK.

For the vNIC_App_B Templates, follow these steps:

1. In the navigation pane, select the LAN tab.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create VNIC Template

5. Enter vNIC_App_B as the vNIC template name.

6. Select Fabric B.
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7. Select Secondary Template for Redundancy Type.

8. For the Peer Redundancy Template drop-down, select vNIC_App_A.

ﬁ With Peer Redundancy Template selected, MAC Pool will be the main configuration option left for
this vNIC template.

9. Under Target, make sure the VM checkbox is not selected.

Create vNIC Template ? X

Name o [WNIC_App_B

Description

Fabric ID : ) Fabric A ®) Fabric 8 Enable Failover
Redundancy
Redundancy Type : ) Mo Redundancy () Primary Template (o) Secondary Template

Peer Redundancy Template © | yNIC APP A w

Target
«| Adapter
VM

Warning

If WM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template i1s selectad, it will be overwritten

Template Type : Y Imitial Template () Updating Template
WVLANs VLAN Groups
T» Advanced Filtar 4 Export ™ Print -I:I-
Select Name Native VLAN VLAN ID
default
IB-Mgmt 215
iSCSI-B-VLAN 1120

Mativa=\l AN

10. In the MAC Pool list, select MAC_Pool_B.
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Create vNIC Template ?
| VLANS | VLAN Garoups
Y, Advanced Filter 4 Export  #% Print fol
%E}elect MNarne Native VLAN VILAN ID
PUTE—EXT e
pure-int 115
VM-App-1301 1301
VM-App-1302 1302
VM-App-1303 1303
vMotion 1130
Create VLAN
CDN Source ¢ (@) wNIC Name () User Defined
MTU : | 1800
MAC Pool o | MAC_Pool_B(32/32)
QoS Policy © | <notset> w
Network Control Policy @ | <pot set> »
Pin Group . | =not set> A4
Stats Threshold Policy : | default v
Connection Policies
Dynamic vNIC (&) usNIC () VMQ
usNIC Connection Policy : | <pot set> v
o Cancel

11. Click OK to create the vNIC template.

12. Click OK.
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Create VLANs

WVLAN Name/Prefix :  VM-App-
Multicast Policy Name © | <not set> v Create Multicast Policy

o) Common/Global ( ) Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.{e.g. " 2009-2019", "29,35,40-45", " 23", " 23,34-45")

VLAN IDs: | 1301-1303

Sharing Type : |(e) Nane { ) Primary ( ) Isolated () Community

Check Overlap o

Y

Cancel

13. Click OK and then click OK again.
14. Repeat as needed for any additional VLANS created on the upstream Nexus switches.

Create LAN Connectivity Policy

To configure the necessary FC Infrastructure LAN Connectivity Policy, follow these steps:

1. In Cisco UCS Manager, click LAN .

2. Select LAN > Policies > root.

3. Right-click LAN Connectivity Policies.
4. Select Create LAN Connectivity Policy.

5. Enter FC-LAN-Policy as the name of the policy.
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Create LAN Connectivity Policy

Y

Name . | EG-LAN-Paolicy|
Description :
Click Add to specify one or more vMICs that the server should use to connect to the LAN.
MName MAC Address
Mo data available
¥) Add
+) Add iISCSI vNICs

6. Click the upper Add button to add a vNIC.

7. In the Create vNIC dialog box, enter 00-Mgmt-A as the name of the vNIC.

# The numeric prefix of “00-“ and subsequent increments on the later vNICs are used in the vNIC
naming to force the device ordering through Consistent Device Naming (CDN). Without this, some
operating systems might not respect the device ordering that is set within Cisco UCS.

8. Select the Use vNIC Template checkbox.
9. Inthe vNIC Template list, select 00-Mgmt-A.
10. In the Adapter Policy list, select VMWare.

11. Click OK to add this vNIC to the policy.
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Create vNIC

Name : | 00-Mgmt-A
Use vNIC Template : ¥
Redundancy Pair : Peer Name -

vNIC Template : | yNIC_Mgmt_A v Create vNIC Template

Adapter Performance Profile

?

Adapter Policy : | WMWare v Create Ethernet Adapter Policy

Cancel

12. Click the upper Add button to add another vNIC to the policy.

13. In the Create vNIC box, enter 01-Mgmt-B as the name of the vNIC.
14. Select the Use vNIC Template checkbox.

15. In the vNIC Template list, select 01-Mgmt-B.

16. In the Adapter Policy list, select VMWare.
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Create vNIC ?

Name : | 01-Mgmt-B
Use vNIC Template : ¥
Redundancy Pair : Peer Name -

vNIC Template : | yNIC_Mgmt_B » Create wNIC Template

Adapter Performance Profile

Adapter Policy : | VMWare v Create Ethernet Adapter Policy

o Cancel

17. Click OK to add the vNIC to the policy.

18. Click the upper Add button to add a vNIC.

19. In the Create vNIC dialog box, enter 02-vMotion-A as the name of the vNIC.
20. Select the Use vNIC Template checkbox.

21.In the vNIC Template list, select vNIC_vMotion_A.

22 In the Adapter Policy list, select VMWare.

23. Click OK to add this vNIC to the policy.
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Create vNIC

Mame : | 02-vMotion-A
Use vNIC Template : ¥
Redundancy Pair : Peer Name :

WwNIC Template 1 | yNIC vMotion A v Create vNIC Template

Adapter Performance Profile

Y

Adapter Policy S WMWare w Create Ethernet Adapter Policy

Cancel

24. Click the upper Add button to add a vNIC to the policy.

25. In the Create vNIC dialog box, enter 03-vMotion-B as the name of the vNIC.

26. Select the Use vNIC Template checkbox.
27. In the vNIC Template list, select vNIC_vMotion_B.

28. In the Adapter Policy list, select VMWare.
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Create vNIC

Mame : | 03-vMotion-B
Use wNIC Template : &
Redundancy Parr : Peer Name :

wNIC Template : | yNIC vMotion B w Create vNIC Template

Adapter Performance Profile

Y

Adapter Policy | VMWare w

Create Ethernet Adapter Policy

Cancel

29.

30.

31.

32.

33.

34.

35.

Click OK to add this vNIC to the policy.

Click the upper Add button to add a vNIC.

In the Create VNIC dialog box, enter 04-App-A as the name of the vNIC.

Select the Use vNIC Template checkbox.
In the vNIC Template list, select vNIC_App_A.
In the Adapter Policy list, select VMWare.

Click OK to add this vNIC to the policy.
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Create vNIC

Name : | 04-App-A
Use vNIC Template - ¥

Redundancy Pair :
vNIC Template : | yNIC_APP_A ¥

Adapter Performance Profile

Peer Name :

Create vNIC Template

?

Adapter Policy D VMWare w

Create Ethernet Adapter Policy

Cancel

36. Click the upper Add button to add a vNIC to the policy.

37. In the Create VNIC dialog box, enter 05-App-B as the name of the vNIC.

38. Select the Use vNIC Template checkbox.

39. In the VNIC Template list, select vNIC_App_B.

40. In the Adapter Policy list, select VMWare.
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Create vNIC

Name : | 05-App-B
Use vNIC Template : #
Redundancy Pair : Peer Name :

wNIC Template © | yNIC_App_B ¥ Create vNIC Template

Adapter Performance Profile

Y

Adapter Policy s | UMWare v Create Ethernet Adapter Policy

Cancel

41, Click OK to add this vNIC to the policy.
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Create LAN Connectivity Policy P X
MName . | FC-LAMN-Pelicy
Description :

Click Add to specify one or more vNICs that the server should use to connect to the LAN.

Mame MAC Address Mative VLAN
vNIC 05-App-B Derived
vNIC 04-App~-A Derived
vNIC 03-vMotion-B Derived
vNIC 02-vMotion-A Derived
vNIC 01-Mgmt-B Derived
wNIC O0-Mamt-4 Neriverd

[i] Delete (+) Add @ Modify

() Add iSCSI vNICs

42 . Click OK again to create the LAN Connectivity Policy.

Configure FC SAN Connectivity

These Fibre Channel configuration steps will enable the FlashStack for provisioning of volumes to be used as
datastores by the FlashStack vSphere hosts, and the creation of UCS Service Profiles that will be configured to
boot from Fibre Channel LUNs.

Configure Unified Ports

The Cisco UCS 6454 Fabric Interconnects will have a slider mechanism within the Cisco UCS Manager GUI
interface that will control the first 8 ports starting from the first port, and configured in increments of the first 4 or 8
of the unified ports.

To enable the fibre channel ports, follow these steps:
1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary)
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3. Select Configure Unified Ports.

4. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric
interconnect and changes to the expansion module will require a reboot of that module.

5. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to select
either 4 or 8 ports to be set as FC Uplinks.

Configure Unified Ports ?
La¥i HaAvE _WaTE _Tave .II ' f I I \
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Instructions

The position of the slider determines the type of the ports.
All the ports to the left of the slider are Fibre Channel ports (Purple), while the ports to the right are Ethernet ports (Blue).

Port Transport If Role or Port Channel Membership Desired If Role
Port 1 ether Unconfigured FC Uplink
Port 2 Unconfigured FC Uplink
Port 3 ether Ethernet Uplink FC Uplink
Port 4 ether Ethernet Uplink FC Uplink
Po Unconfigured FC Uplink
Port 6 ether Unconfigured FC Uplink
Paort 7 ether Unconfigured FC Uplink
Port 8 ether Unconfigured FC Uplink

H Up B Admin Down Il Fail B Link Down

6. Click OK to continue
7. Select Equipment > Fabric Interconnects > Fabric Interconnect B (primary)
8. Select Configure Unified Ports.

9. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric
interconnect and changes to the expansion module will require a reboot of that module.

10. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to select
either 4 or 8 ports to be set as FC Uplinks.

11. Click OK to continue

# The Fabric Interconnects will reboot and reconnect to Cisco UCS Manager after they are back up.
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Create VSANs

To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

# In this procedure two VSANSs are created.

2. Select SAN > SAN Cloud.

3. Right-click VSANSs.

4. Select Create VSAN.

5. Enter VSAN_ A as the name of the VSAN to be used for Fabric A
6. Leave Disabled selected for FC Zoning.

7. Select Fabric A.

8. Enter a unique VSAN ID and a corresponding FCoE VLAN ID.

ﬂ It is recommended use the same ID for both parameters and to use something other than 1.
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Create VSAN ? X

Mame : | VSAMN_A
FC Zoning Settings

FC Zoning : |{e) Disabled ( ) Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

) Common/Global () Fabric A ) Fabric B () Both Fabrics Configured Differently

You are creating a local VSAN in fabric A that maps to ANVLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN ID that exists only in fabric Al WEAN.

Enter the WVSAN ID that maps to this WVSAN. Enter the VLAN ID that maps to this VSAN.

VSANID . 100 FCoE VLAN : | 100|

9. Click OK and then click OK again.

10. Under SAN Cloud, right-click VSANSs.

11. Select Create VSAN.

12. Enter VSAN_B as the name of the VSAN to be used for Fabric B.
13. Leave Disabled selected for FC Zoning.

14. Select Fabric B.

15. Enter a unigue VSAN ID and a corresponding FCoE VLAN ID. It is recommended use the same ID for both pa-
rameters and to use something other than 1.
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Create VSAN

Mame : | VSAM_B
FC Zoning Settings

? X

FC Zoning : |{e) Disabled ( ) Enabled

You are creating a local VSAN in fabric B that maps to
a VSAN ID that exists only in fabric B.

Enter the WVSAN ID that maps to this WVSAN.

VSANID: | 200

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

) Common/Global () Fabric A (e) Fabric B () Both Fabrics Configured Differently

ANVLAN can be used to carry FCoE traffic and can be mapped to this
VSAN.

Enter the VLAN ID that maps to this VSAN.

FCoE VLAN : | 200

16. Click OK and then click OK again.

Create FC Port Channels

To configure the necessary port channels for the Cisco UCS environment, follow these steps:

Fabric A
1. In the navigation pane under SAN > SAN Cloud expand the Fabric A tree.

N

Right-click FC Port Channels.
3. Select Create FC Port Channel.

4. Enter 1 for the ID and SAN-Po1 for the Port Channel name.
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Create FC Port Channel 7 X
Set FC Port Channel Name: >
Name : | SAN-Po1 |
Add Ports
Next > Cancel
5. Click Next then choose appropriate ports and click >> to add the ports to the port channel.
Create FC Port Channel ? X
Set FC Port Channel Name Part Channel Admin Speed : |, 4 Gbps ()8 Gbps () 16gbps (e) 32gbps
Ports Ports in the port channel
Add Ports
Port Slot 1D WWPN Port Slot 1D WWPN
5 20:05:00:DE... 20:01:00:DE...
6 20:06:00:DE... 2 20:02:00:DE...
7 20:07-:00:DE... 3 1 20:03:00:DE...
8 20:08:00:DE_. = 4 20:04:00:DE_..
Slot 1D: Slot 1D: 1
WWPN: WWPN: 20:03:00:DE:FB:FF:FB:CO

< Prev

Finish Cancel

6. Click Finish.

7. Click OK.

8. Select the newly created Port-Channel.
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9. Under the VSAN drop-down for Port-Channel SAN-Po1, select VSAN_A 100

Al - SAN / SAN Cloud / Fabric A / FC Port Channels / FC Port-Channel 1 SAN-Po1
v SAN General Ports Faults Events Statistics
» SAN Cloud
Properties
» Fabric A Status .
+ FC Port Channels Overall Status © 4 Up D
B Fabric ID
e Additional Info
v Port Type
Actions

» FCoE Port Channels Transpart Type

¥ Uplink FC Interfaces Name
FC Interface 1/5 Disable Port Channel Description
FC Interface 1/6 Add Pors VSAN

FG Interface 1/7 Port Channel Admin Speed

FC Interface 1/8 Operational Speed(Ghps)

» Uplink FCoE Interfaces

» VSANs

VSAN VSAN_A (100)

o1
C A
- Aggregation

Fc

SAN-Po1

: | Fabric Dualfvsan defaul v

Fabric A/vsan VSAN_A (100) SSEcEpymes

Fabric Dualfvsan default (1)

10. Click Save Changes and then click OK.

Fabric B

1. In the navigation pane under SAN > SAN Cloud expand the Fabric B tree.

2. Right-click FC Port Channels.
3. Select Create Port Channel.

4. Enter 2 for the ID and SAN-Po2 for the Port Channel name.

Create FC Port Channel

Set FC Port Channel Narme D 2

Name :

Next >

?

Cancel

5. Click Next then choose the appropriate ports and click >> to add the ports to the port channel.
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Set FC Port Channel Name

Add Ports

Create FC Port Channel

8 Gbps () 16gbps (s) 32gbps

Port Channel Admin Speed : |, 4 Gbps ()
Ports
Port Slot ID WWPN
No data available
Slot ID:
WWPN:

< Prev

¥
Ports in the port channel
Port Slot ID WWPN
20:01:00:DE
2 20:02:00:DE
3 20:03:00:DE
L 20:04:00:DE
Slot ID:
WWPN:
Finish Cancel

6. Click Finish.

7. Click OK.

8. Select the newly created Port-Channel.

9. From the VSAN drop-down list for Port-Channel SAN-Po2, select VSAN_A 200.

‘ Al

- SAN
¥ SAN Cloud
» Fabric A
v Fabric B

+ FC Port Channels

» FCoE Port Channels
Uplink FC Interfaces

» Uplink FCoE Interfaces

¥ VSANs

VSAN VSAN_B (200)

» SAN Pin Groups

FC Port-Channel 2 SAN-Po? (g

SAN / SAN Cloud / Fabric B / FC Port Channels / FC

Port-Channel 2 SAN-Po2

General Ports Faults Events Statistics
Status Properties
Overall Status : 4 Up D 2
Additionsl Info - Fabric ID B
Port Type Aggregation
Actions Transport Type Fc
Marme SAN-Po2
Disable Port Channel Description
Add Ports
WSAN Fabric Dualfvsan defaul v

Port Channel Admin Speed

Operational Spesd(Gbps)

: |Fabric Dualfvsan default (1)

Fabric B/vsan VSAN_B (200)

10. Click Save Changes and then click OK.
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Create VHBA Templates

To create the necessary virtual host bus adapter (VHBA) templates for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vHBA Templates.

4. Select Create VHBA Template.

5. Enter vHBA Template A as the vHBA template name.

6. Keep Fabric A selected.

7. Leave Redundancy Type as No Redundancy.

8. Select VSAN_A.

9. Leave Initial Template as the Template Type.

10. Select WWPN_Pool_A as the WWPN Pool.

11. Click OK to create the vHBA template.

Create vHBA Template 7 X
MName o wHBA_Template_A

Description

Fabric ID e A (B

Redundancy

Redundancy Type . |{e) Mo Redundancy ) Primary Template () Secondary Template

Select VSAN C | WSAN_A v Create VSAN

Template Type o |fe) Imitial Template ) Updating Template

Max Data Field Size  : | 2048
WWPN Pool D WWPN_Pool_A(32/32) ¥

QoS Policy S| enotsets w

Pin Group o | =not set= \d

Stats Threshold Policy © | default v

o Cancel
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12. Click OK.

13. Right-click vHBA Templates.

14. Select Create VHBA Template.

15. Enter vHBA Template B as the vHBA template name.

16. Select Fabric B.

17. Leave Redundancy Type as No Redundancy.

18. Select VSAN_B.

19. Leave Initial Template as the Template Type.

20. Select WWPN_Pool_B as the WWPN Pool.

21. Click OK to create the vHBA template.

Create vHBA Template g
MName vHBA_Template_B
Description
Fabric ID

Redundancy

Redundancy Type : |o, Mo Redundancy () Primary Template () Secondary Template
Select VSAN : |VSAN B v Create VSAN
Template Type : |o, Initial Template () Updating Template
Max Data Field Size 2048
WWPN Pool WWPN_Pool_B(32/32)

QoS Paolicy <not set> v

Pin Group <not set> v

Stats Threshold Policy @ | default

o Cancel

22. Click OK.
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Create SAN Connectivity Policy
To configure the necessary Infrastructure SAN Connectivity Policy, follow these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select SAN > Policies > root.

3. Right-click SAN Connectivity Policies.

4. Select Create SAN Connectivity Policy.

5. Enter Infra-SAN-Palicy as the name of the palicy.

6. Select the previously created WWNN_Pool for the WWNN Assignment.

7. Click the Add button at the bottom to add a vHBA.

8. In the Create vHBA dialog box, enter Fabric-A as the name of the vHBA.
9. Select the Use vHBA Template checkbox.

10. Leave Redundancy Pair unselected.

17. In the vHBA Template list, select vHBA_Template_A.

Create vHBA ?
MName : | Farbic-A
Use vHBA Template : ¥
Redundancy Pair : ) Peer Mame :
vHBA Template : | yHBA_Template_A ¥ Create vHBA Template
Adapter Perforn] <not set>
Adapter Paolicy - Create Fibre Channel Adapter Policy
vHBA_Template_A
vHBA_Template_B
o Cancel

12. In the Adapter Policy list, select VMWare.
13. Click OK.
14. Click the Add button at the bottom to add a second vHBA.

15. In the Create vHBA dialog box, enter Fabric-B as the name of the vHBA.
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16. Select the Use vHBA Template checkbox.
17. Leave Redundancy Pair unselected.

18. In the VHBA Template list, select vHBA_Template_B.

Create vHBA

Mame . | Fabric_B

Use vHBA Template : ¥

Redundancy Pair : L) Peer Name
vHBA Template : | yHBA_Template_B ¥ Create vHBA Template

Adapter Perforn] <pot sets

Y

Adapter Paolicy - Create Fibre Channel Adapter Policy
vHBA_Template_A

Cancel

19. In the Adapter Policy list, select VMWare.

20. Click OK.
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Create SAN Connectivity Policy 7 X
Name | Infra-SAN-Policy
Description :

A server is identified on a SAN by its World Wide Node Name (WWHNN). Specify how the system should assign a WWHNN to the server associated
with this profile.
World Wide Node Name

WWHN Assignment: WWNN_Pool(32/32) v
Create WWRHNN Pool

The VWWHNN will be assigned from the selected pool.
The available/total WWMNNs are displayed after the pool name.

MName WWPHN

p VHBA Fabric-B Derived

p VHBA Fabric-A Derived
) Add

21. Click OK to create the SAN Connectivity Policy.

22. Click OK to confirm creation.

Create Boot Policy

This procedure will define the Primary and Secondary Boot Targets for each Fabric side (A/B). These will be the
WWNs that need to be collected from the first adapter of each controller on the Pure Storage FlashArray that are
visible from the Connections tab under the Health section of the FlashArray Web GUI.
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Health

Hardware Alerts Connections Apps
Host Connections
Host a
Array Ports
Port Name Spead
CTO.FCO A 52:4/:93:7C:2B:9B:9F:00 ]
CTO.FCH I 52:4A:93:7C:2B:9B:9F-01 0
CTO.FC2 [ 52:4/:93:7C:2B:9B:9F:02 32 Gbis
CTO.FC3 [ 52:4A4:93:7C:2B:9B:9F-03 32 Gbis
CTO.FCE A 52:4/:93:7C:2B:9B:9F:08 ]
CTO.FC [ 52:4A4:93:7C:2B:9B:9F:09 0

Paths

Failover Port

CTLFCO

CTLFC

CTLFC2

CTLFC3

CTLFCE

CTLFCO

Mame

I 52:4A:93:7C:2B:9B:9F:10
I 52:4A:937C:28:98:9F11
I 52:4A:93:7C:2B:9B:9F:12
I 52:4A:937C:2B:98:9F13
I 52:4A:93:7C:2B:9B:9F:16

A 52:4A:93:7C:2B:9B:9F:17

#WWN

Search

All Paths -

#1GN

Spead

o]

0

32 Gb/s

32 Ghis

o]

0

18of8

Failover

As an alternative to the GUI, connect to the FlashArray//X via ssh using the pureuser account and find the WWNs

using the

pureport list command:

Name

CTO.FCO
CTO.FC1
CTO0.FC2
CTO.FC3
CTO.FC8
CTO0.FC9
CT1.FCO
CT1.FC1
CT1.FC2
CT1.FC3
CT1.FC8
CT1.FC9

pureuser@cspg-rtp-1> pureport list

WWN Portal

52:4A:93:7C:2B:9B:9F:00
52:4A:93:7C:2B:9B:9F:01
52:4A:93:7C:2B:9B:9F.02
52:4A:93:7C:2B:9B:9F.03
52:4A:93:7C:2B:9B:9F.08
52:4A:93:7C:2B:9B:9F:09
52:4A:93:7C:2B:9B:9F:10
52:4A:93:7C:2B:9B:9F: 11
52:4A:93:7C:2B:9B:9F: 12
52:4A:93:7C:2B:9B:9F: 13
52:4A:93:7C:2B:9B:9F: 16

52:4A:93:7C:2B:9B:9F: 17

IQN

Failover

Find the FCO adapters for each controller from within the System view and record the values to be used for
Primary and Secondary Targets. In the example lab environment, these appear as the first ports on the right side
of each controller shown.

Port Name

Target Role

Example WWPN

Customer WWPN

FlashArray//X Controller O

CTO.FCO

Primary

52:4A:93:7C:2B:9B:9F:00
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Port Name Target Role Example WWPN Customer WWPN

FlashArray//X Controller 1 CT1.FCO Secondary 52:4A:93:7C:2B:9B:9F: 10

Within the same System view, find the FC1 adapters for each controller and record the values to be used for
Primary and Secondary Targets. In the example lab environment, these appear as the second ports on the right
side of each controller shown.

Port Name Target Role Example WWPN Customer WWPN
FlashArray//X Controller O CTO.FC1 Primary 52:4A:93:7C:2B:9B:9F.01
FlashArray//X Controller 1 CT1.FC1 Secondary 52:4A:93:7C:2B:9B:9F: 11

To create boot policies for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Palicies > root.

3. Right-click Boot Policies.

4. Select Create Boot Palicy.

5. Enter Boot-FC-X-A as the name of the boot policy.

6. Optional: Enter a description for the boot paolicy.

# Do not select the Reboot on Boot Order Change checkbox.

7. Expand the Local Devices drop-down menu and select Add Remote CD/DVD.
8. Expand the vHBASs drop-down menu and select Add SAN Boot.

9. Inthe Add SAN Boot dialog box, enter Fabric-A in the vHBA field.

10. Confirm that Primary is selected for the Type option.

Add SAN Boot 7 X

vHBA : | Fabric-A

Type : |(@) Primary Secondary Any
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11. Click OK to add the SAN boot initiator.

12. From the vHBA drop-down menu, select Add SAN Boot Target.

13. Enter 1 as the value for Boot Target LUN.

14. Enter the WWPN for CTO.FCO recorded in Table 14.

15. Select Primary for the SAN boot target type.

Add SAN Boot Target g
Boot Target LUN - |1
Boot Target WWPN : | 52:4A:93:7C:28:98:9F:00
Type o (e Primary () Secondary

16. Click OK to add the SAN boot target.

17. From the vHBA drop-down menu, select Add SAN Boot Target.

18. Enter 1 as the value for Boot Target LUN.

19. Enter the WWPN for CT1.FCO recorded in Table 14.

Add SAN Boot Target ? X
Boot Target LUN  : |1

Boot Target WWPN : | 52:4A:93:7C:2B:9B:9F:10

Type : Primary (e Secondary
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20. Click OK to add the SAN boot target.
21. From the vHBA drop-down menu, select Add SAN Boot.

22. In the Add SAN Boot dialog box, enter Fabric-B in the vHBA box.

Add SAN Boot 7 X
vHBA : | Fabric-B
Type : Primary (e Secondary Any

Cancel

23. Click OK to add the SAN boot initiator.

24. From the vHBA drop-down menu, select Add SAN Boot Target.
25, Enter 1 as the value for Boot Target LUN.
26. Enter the WWPN for CTO.FC1 recorded in Table 14.

27. Select Primary for the SAN boot target type.

Add SAN Boot Target -

Boot Target LUN  : |1

Boot Target WWPN :

Type

52:4A:93:7C:2B:9B:9F.01

) Primary

) Secondary

Cancel

28. Click OK to add the SAN boot target.
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29. From the vHBA drop-down list, select Add SAN Boot Target.

30. Enter 1 as the value for Boot Target LUN.

31. Enter the WWPN for CT1.FC1 recorded in Table 15.

Add SAN Boot Target ? X
Boot Target LUN  : |1
Boot Target WWPN : | 52:4A:93:7C:2B:9B:9F: 11
Type : Primary (e Secondary

32. Click OK to add the SAN boot target.

33. Expand CIMC Mounted Media and select Add CIMC Mounted CD/DVD.
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Create Boot Paolicy 7 X

Name : | Boot-FC-X-A
Description

Reboot on Boot Order Change : L

Enforce vNIC/WHBASISCSI Name : [
Boot Mode . |(e)Legacy () Ueh

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/wvHBA/JiSCSI Name is selected and the vNIC/VHBANSCSI does not exist, a config error will be reported.

If it is not selected, the vNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

(# Local Devices Boot Order
+ — Y. Advanced Filter 4 Export % Print -I:I-
(=) CIMC Mounted vMedia - . B R
Z = MName Ordera wNIC ... ype LUN N...  WWN Slot M... BootMN.. BootP.. Descri.
SAN Target PTImEry T DL AR
- SANT: t .. Secon... 1 G2:4A:.
Add CIMC Mounted HDD - e Z ik
w SAN Secondary Fabric... Secon..
,::_E:, vNICs SAN Target .. Primary 1 S2:4A:.
SAN Target ... Secon... 1 52:4A:..
@ vHBAs CIMC Mounted C.. 2
# iSCSI vNICs
# EFI Shell

o Cancel

3

4. Click OK, then click OK again to create the boot policy.

Create Service Profile Templates

In this procedure, one service profile template for Infrastructure ESXi hosts is created for FC boot.

T

1.

2.

0 create the service profile template, follow these steps:

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Service Profile Templates > root.

Right-click root.

Select Create Service Profile Template to open the Create Service Profile Template wizard.

Enter VM-Host-FC-A as the name of the service profile template. This service profile template is configured
to boot from FlashArray//X70 R2 controller 1 on fabric A.

Select the “Updating Template” option.
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7. Under UUID, select UUID_Pool as the UUID pool.

Identify Service Profile Template

Storage Provisioning

MNetworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template ? X

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
template and enter a description.

Name : | VM-Host-FC-A
The template will be created in the following organization. Its name must be unigue within this organization.
‘Where : org-root

The template will be created in the following organization. Its name must be unique within this organization.

Type : [()Initial Template (¢) Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this template
uuID

UUID Assignment: UUID_Pool(32/32) v

The UUID will be assigned from the selected pool.
The available/total UUIDs are displayed after the pool name:

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used

Next > m Cancel

8. Click Next.

Configure Storage Provisioning

To configure storage provisioning, follow these steps:

1. Select Local Disk Configuration Policy tab

2. If you have servers with no physical disks, click the Local Disk Configuration Policy tab and select the SAN-
Boot Local Storage Policy. Otherwise, select the default Local Storage Policy.
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Identify Service Profile
Template

Storage Provisioning

MNetworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Optionally specify or create a Storage Profile, and select a local disk configuration policy.

Specific Storage Profile

Local Storage:| Select Local Storage Policy to use v

Select Local Storage Policy to use

Create Loca

Create a Specific Storage Policy

Storage Profile Policy

Local Disk Configuration Policy

f nothing is selected, the default Local Storage configuration
policy will be assigned to this service profile.

SAN-Boot

default

< Prev

Next >

Cancel

3. Click Next.

Configure Networking Options

To configure the network options, follow these steps:

1.

Keep the default setting for Dynamic vNIC Connection Policy.

2. Select the “Use Connectivity Policy” option to configure the LAN connectivity.

3. Select FC-LAN-Policy from the LAN Connectivity Policy drop-down list.
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Create Service Profile Template ?

Optionally specify LAN configuration information.
Identify Service Profile

Template

Dynamic wNIC Connection Policy:

Storage Provisioning

Networking

How would you like to configure LAN connectivity?

SAN Connectivit e o - : : i
onnectivity () Simple () Expert () No vNICs () Use Connectivity Policy

Zoning LAN Connectivity Policy : | FC-LAN-Policy ¥ Create LAN Connectivity Policy

Initiator Name

vNIC/vHBA Placement

Initiator Name Assignment: | <not set> v

vMedia Policy Create IQN Suffix Pool

WARNING: The selected pool does not contain any available entities.

Server Boot Order You can select it, but it is recommended that you add entities to it.

Maintenance Policy
Server Assignment

Operational Policies

< Prev MNext > m Cancel

4. Click Next.

Configure SAN Connectivity Options
To configure the SAN connectivity options, follow these steps:

1. Select the Use Connectivity Policy option for the “How would you like to configure SAN connectivity?” field.

2. Pick the Infra-SAN-Policy option from the SAN Connectivity Policy drop-down list.
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Create Service Profile Template ?

Optionally specify disk policies and SAN configuration information.
Identify Service Profile
Template
How would you like to configure SAN connectivity?

L. () Simple () Expert () No vHBAs () Use Connectivity Policy
Storage Provisioning . - - -

SAN Connectivity Policy © | <not set> ¥ Create SAN Connectivity Policy

Networking <not set>

SAN Connectivity
Infra-SAN-Policy

Zoning

VNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

Configure Zoning Options

1. Leave Zoning configuration unspecified and click Next.

Configure vNIC/HBA Placement

1. Inthe “Select Placement” list, leave the placement policy as “Let System Perform Placement”.
2. Click Next.

Configure vMedia Policy

1. Do not select a vMedia Policy.
2. Click Next.

Configure Server Boot Order

1. Select Boot-FC-X-A for Boot Policy.
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Create Service Profile Template &

Optionally specify the boot policy for this service profile template.
Identify Service Profile

Template
Select a boot policy.

Storage Provisioning Boot Policy| Boot-FC-X-A w Create Boot Policy

MName : Boot-FC-X-A
Networking Description

Reboot on Boot Order Change  : No
SAN Connectivity Enforce vNIC/VHBASISCSI Name : Yes

Boot Mode : Legacy
Zoning WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
If Enforce vNIC/vHBA/iSCSI Name is selected and the vNIC/vHBA/ISCSI does not exist, a config error will be reported.

NIC/vHBA Pl t
VNIC/V acemen If it is not selected, the vNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used

Boot Order

wvMedia Policy

+ — TsAdvanced Filter 4 Export % Print Lol
5 Boot Order MName Order vNIC/vHB.. Type LUN MName  WWHN Slot Numb... Boot Name  Boot Path Description

- San
Maintenance Policy p SAL Fabric-A Primary

p SAL Fabric-B Secondary
Server Assignment
CIMC .. 2

Operational Policies

< Prev Next > m Cancel

2. Click Next to continue to the next section.

Configure Maintenance Policy
To configure the maintenance policy, follow these steps:

1. Change the Maintenance Policy to default.
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Create Service Profile Template 7 X
Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profie.
Template

Storage Provisioning (=) Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles
Networkin £ anc o 2
9 Maintenance Palicy| default v Create Maintenance Policy

SAN Connectivity

Name . default
Zoning Description :
Soft Shutdown Timer : 150 Secs

VNIC/vHBA Placement Storage Config. Deployment Policy : User Ack

Reboot Palicy User Ack
vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

<Prev Next > m Cancel

2. Click Next.

Configure Server Assignment

To configure server assignment, follow these steps:

1.

In the Pool Assignment list, select Infra Pool.
Optional: Select a Server Pool Qualification policy.

Select Down as the power state to be applied when the profile is associated with the server.

Optional: Select “UCS-B200M5” for the Server Pool Qualification.

Firmware Management at the bottom of the page can be left alone as it will use default from the Host Firm-
ware list.
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Create Service Profile Template 7 X
Optionally specify a server pool for this service profile template.
Identify Service Profile
Template
You can select a server pool you want to associate with this service profile template
Storage Provisioning Pool Assignment:| Infra_Pool ¥ Create Server Pool
. ki Select the power state to be applied when this profile is associated
letworking with the server.

(#) Up () Down

SAN Connectivity

Zoning The service profile template will be associated with one of the servers in the selected pool
If desired, you can specify an additional server pool policy gualification that the selected server must meet. To do so, select the qualification from
the list.

vNIG/vHBA Placement X
Server Pool Qualification : | UCS-B200-M5 v

strict Micrs -0
wMedia Policy Restrict Migration -

) Firmware Management (BIOS, Disk Controller, Adapter)
Server Boot Order N
Maintenance Policy

Server Assignment

Operational Policies

< Prev Next > m Cancel

6. Click Next.

Configure Operational Policies
To configure the operational policies, follow these steps:

1. In the BIOS Poalicy list, select VM-Host.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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Create Service Profile Template 7 X

Optionally specify information that affects how the system operates.
Identify Service Profile

Template

(= BIOS Configuration

Storage Provisioning
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

MNetworking BIOS Policy : | WM-Host v

SAN Connectivity
(#) External IPMI/Redfish Management Configuration
Zoning
® Management IP Address
vNIC/vHBA Placement
(@ Monitoring Configuration (Thresholds)
vMedia Policy
(=) Power Control Policy Configuration

Server Boot Order Power control policy determines power allocation for a server in a given power group

Power Control Policy © | No-Power-Cap v Create Power Control Policy

Maintenance Policy

@ Scrub Polic
Server Assignment = ¥

TR ® KVM Management Policy

& Graphics Card Policy

< Prev m Cancel

3. Click Finish to create the service profile template.
4. Click OK in the confirmation message.

Create vMedia Service Profile Template

If the optional ESXi 6.7 U1 vMedia Policy is being used, a clone of the created service profile template will be
made to reference this vMedia Policy. The clone of the service profile template will have the vMedia Policy
configured for it, and service profiles created from it, will be unbound and re-associated to the original service
profile template after ESXi installation. To create a clone of the VM-Host-FC-A service profile template, and
associate the vMedia Policy to it, follow these steps:

1. Connect to UCS Manager, click Servers.

2. Select Service Profile Templates > root > Service Template VM-Host-FC-A.
3. Right-click Service Template VM-Host-FC-A and select Create a Clone.

4. Name the clone VM-Host-FC-A-vM and click OK.

5. Select Service Template VM-Host-FC-A-vM.

6. In the right pane, select the vMedia Policy tab.

7. Under Actions, select Modify vMedia Policy.

8. From the drop-down list, select the ESXi-6.7U1-HTTP vMedia Palicy.

9. Click OK then click OK again to complete modifying the Service Profile Template.
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Create Service Profiles

To create service profiles from the service profile template, follow these steps:

1.

2.

Connect to the UCS 6454 Fabric Interconnect UCS Manager, click the Servers tab in the navigation pane.
Select Service Profile Templates > root > Service Template VM-Host-FC-A.

Right-click vM-Host-FC-2A and select Create Service Profiles from Template.

Enter VM-Host-FC-0 as the service profile prefix.

Leave 1 as “Name Suffix Starting Number.”

Leave 2 as the “Number of Instances.”

Click OK to create the service profiles.

Create Service Profiles From Template 2 X

Maming Prefix  : | VM-Host-FC-0
Mame Suffix Starting Number © | 1

MNurmber of Instances 2

8.

9.

Click OK in the confirmation message to provision two FlashStack Service Profiles.

When VMware ESXi 6.5 U1 has been installed on the hosts, the host Service Profiles can be unbound from
the VM-Host-FC-A-vM and rebound to the VM-Host-FC-A Service Profile Template to remove the vMedia

mapping from the host, to prevent issues at boot time if the HTTP source for the ESXi I1ISO is somehow not
available.

Claim in Intersight

To claim the UCS 6454 Domain in Intersight, follow these steps:

1.

2.

Connect to the UCS 6454 Fabric Interconnect UCS Manager, click the Admin tab in the navigation pane.
Select Device Connector.
Set Intersight Management to Enabled.

Copy the Device ID and Claim Code.
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Device Connector Device Connector

The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed

information about configuring the device connector, please visit Help Center.

Intersight Management Connection &5 Settings
Enabled ( ) Status Not Claimed
Access Mode Allow Control
When this option is enabled, you can claim .
this system and leverage the capabilities Claim Code
of Cisco Intersight. E:
If disabled, no communication will be O e——

allowed to Cisco Intersight

Agent Version 1.0.8-2564

5. Open a browser to Cisco Intersight, https://intersight.com and log in to your Intersight account.

6. Select Devices.

Devices , Allen Clarl

Dashboards New features have recently been added! Learn More

Servers Claim a New Device

HyperFle

0 items found per page 0 of0
Fabric Interconnects

Device IP Device ID Claimed By

0 of 0

7. Click Claim a New Device and enter your Device ID and Claim Code.
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casco  Intersight

hboards

HyperFlex Clusters
Fabric Interconnects

vice Profiles

8. Click Claim.

'c,“';' Intersight

Dashboards

HyperFle

Fabric Interconnects

Device Claim

=1 Mew features have recently been added! Lea

Claim a New Device

To claim your device, you must have the Device ID and Claim Code.

Claim Code *

Devices Allen Clark .

1 items found v per page 1 of1

Type Device IP Device ID Claimed By

UCS Domain 10.2.164.51, 1.
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MDS Fabric Zoning

This section continues the configuration of the Cisco MDS 9132T Multilayer Fabric Switches now that resources
are attached, to provide zoning for supported devices.

Create Device Aliases

To create device aliases, follow these steps:

1. Gather the WWPN of the FlashArray adapters using the show flogi database command on each switch
and create a spreadsheet to reference when creating device aliases on each MDS. For MDS 9132T-A this is:

fc1/15
fc1/16
fc1/17
fc1/18
port-channel100
port-channel100

port-channel100

100

100

100

100

100

100

100

MDS-9132T-A# show flogi database

Oxb00000
Oxb00020
Oxb00040
Oxb00040
Oxb00060
Oxb00061

Oxb00062

52:4a:93:7¢:2b:9b:9f:00
52:4a:93:7¢:2b:9b:9f:00
52:4a:93:7¢:2b:9b:9f:.02
52:4a:93:7¢:2b:9b:9f:12
24:01:00:de:fo:ff:fb:cO
20:00:00:25:p5:01:0a:00

20:00:00:25:b5:01:0a:01

NODE NAME

52:4a:93:7¢:2b:9b:9f:00
52:4a:93:7¢:2b:9b:9f:00
52:4a:93:7¢:2b:9b:9f.02
52:4a:93:7¢:2b:9b:9f:12
20:64.00:de:fo:ff:fb:c
20:00:00:25:b5:01:00:00

20:00:00:25:05:01:00:01
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2. Match the values from the individual interfaces to the Purity command line output gained from a ssh connec-

tion to the FlashArray using the pureuser account:

pureuser@cspg-rtp-1> pureport list

Name WWN Portal IQN Failover
CTO.FCO 52:4A:93:7C:2B:9B:9F.00 - - -
CTO.FC1  52:4A:93:7C:2B:9B:9F.01 - - -
CTO.FC2 52:4A:93:7C:2B:9B:9F.02 - - -
CTO.FC3 52:4A:93:7C:2B:9B:9F:03 - - -
CTO.FC8 52:4A:93:7C:2B:9B:9F:08 - - -
CTO.FC9 52:4A:93:7C:2B:9B:9F.09 - - -
CT1.FCO 52:4A:93:7C:2B:9B:9F:10 - - -
CT1.FC1  52:4A:93:7C:2B9B:9F:11 - - -
CT1.FC2 52:4A:93:7C:2B:9B:9F:.12 - - -
CT1.FC3 52:4A:93:7C:2B:9B:9F:13 - - -
CT1.FC8 52:4A:93:7C:2B:9B:9F:16 - - -

CT1.FC9 52:4A:93:7C:2B:9B:9F:17 - - -

3. Match the values from the port-channel to the UCS Service Profile vHBA listing for each host found within
Servers -> Service Profiles -> <Service Profile of Source Host> -> Storage -> vHBAS.

Servers | Service Profiles / root / Service Profile VM-Host-FC-01

General Storage Network iSCSI vNICs vMedia Policy Boot Order Virtual Machines FC Zones Policies Server Details CIMC Sessions FSM VIF Paths Faults Events
Storage Profiles Local Disk Configuration Policy wHBA Initiator Groups
Actions World Wide Node Name

Warld Wide Node Name - 20:00:00:25:85:01:00:00
'WNN Pool WWNN_Pool

WWNN Pool Instance org-root/wwn-pool-WWNN_Pool

Reset WWNN Address

Local Disk Configuration Policy

Local Disk Policy SAN-Boot

Local Disk Policy Instance : org-root/local-disk-config-SAN-Boat

SAN Connectivity Policy

SAN Connectivity Policy

SAN Connectivity Policy Instance : org-root/san-conn-pol-Infra-SAN-Policy

No Configuration Change of vNICs/vHBAs/iSCSI vNICs is allowed due to connectivity policy.
vHBAs

T, Advanced Fiter 4 Export % Print

Name Desired Order Actual Order Fabric ID Desired Placement Actual Placement Admin Host Port

Actual Hol

Any

vHBA. Fabric-B 20:00:00:25:85:01:08:00 2 8 B Any

Source | Switch/Port | WWPN/PWWN Customer WWPN/PWWN
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Source

Switch/Port

WWPN/PWWN

Customer WWPN/PWWN

FlashArray-CTOFCO

MDS A fc 1/15

52:4A:93:7C:2B:9B:9F:00

FlashArray-CT1FCO

MDS A fc 1/16

52:4A:93:7C:2B:9B:9F:02

FlashArray-CTOFC2

MDS A fc 1/17

52:4A:93:7C:2B:9B:9F:10

FlashArray-CT1FC2

MDS A fc 1/18

52:4A:93:7C:2B:9B:9F:12

6454-A

Port-Channel 100

24:01:00:de:fb:ff:fb:cO

VM-Host-FC-01-A

Port-Channel 100

20:00:00:25:b5:01:0a:00

VM-Host-FC-02-A

Port-Channel 100

20:00:00:25:b5:01:0a:01

4. Create device alias database entries for each of the PWWNs mapping them to their human readable source

names:

MDS-9132T-A# conf t

MDS-9132T-A(config)# device-alias database

MDS-9132T-A(config-device-alias-db)# device-alias name FlashArray-CTOFCO pwwn 52:4A:93:7C:2B:9B:9F:.00

MDS-9132T-A(config-device-alias-db)# device-alias name FlashArray-CT1FCO pwwn 52:4A:93:7C:2B:9B:9F: 10

MDS-9132T-A(config-device-alias-db)# device-alias name FlashArray-CTOFC2 pwwn 52:4A:93:7C:2B:9B:9F:02

MDS-9132T-A(config-device-alias-db)# device-alias name FlashArray-CT1FC2 pwwn 52:4A:93:7C:2B:9B:9F: 12

MDS-9132T-A(config-device-alias-db)# device-alias name VM-Host-FC-01-A pwwn 20:00:00:25:05:01:0a:00

MDS-9132T-A(config-device-alias-db)# device-alias name VM-Host-FC-02-A pwwn 20:00:00:25:b5:01:0a:01

MDS-9132T-A(config-device-alias-db)#device-alias commit

5. Repeat steps 1-4 on MDS 9132T-B, starting with gathering the flogi database information:
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MDS-9132T-B# show flogi database

5 Source

INTERFACE VSAN FCID PORT NAME NODE NAME
fc1/15 200 0xab0000 52:4a:93:7¢:2b:9b:9f:01 52:4a:93:7¢:2b:9b:9f:01
fc1/16 200 0xab0020 52:4a:93:7¢c:2b:9b:9f: 11 52:4a:93:7¢:2b:9b:9f: 11
fc1/17 200 0xab0030 52:43:93:7¢:2b:9b:9f:03  52:4a:93:7¢:2b:9b:9f:03
fc1/18 200 0xab0040 52:4a:93:7¢:2b:90:9f:13  52:4a:93:7¢:2b:9b:9f: 13
port-channel100 200 0xab0060 24:02:00:de:fb:ff:f3:80 20:¢8:00:de:fb:ff:f3:81
port-channel100 200 0xab0061 20:00:00:25:b5:01:0b:00 20:00:00:25:05:01:00:00
port-channel100 200 0Oxab0062 20:00:00:25:05:01:0b:01 20:00:00:25:b5:01:00:01
Switch/Port WWPN/PWWN Customer WWPN/PWWN

' ﬁéshAn@y—CTOFC1

MDS A fc 1/15

52:4A:93:7C:2B:9B:9F:01

FashArray-CT1FC1

MDS A fc 1/16

52:4A:93:7C:2B:9B:9F:03

a
RlashArray-CTOFC3

MDS A fc 1/17

52:4A:93:7C:2B:9B:9F: 11

F?ashArra\/—CTW FC3

MDS A fc 1/18

52:4A:93:7C:2B:9B:9F: 13

g454-B

Port-Channel 100

24:02:00:de:fb:ff:f3:80

[a)
\(}\A—Host—FC—m—B

Port-Channel 100

20:00:00:25:65:01:0b:00

VM-Host-FC-02-B
C

Port-Channel 100

20:00:00:25:65:01:0b:01

e

alias database entries for each of the PWWNs mapping them to their human readable source names:

MDS-9132T-B# conf t

MDS-9132T-B(config)# device-alias database

MDS-9132T-B(config-device-alias-db)#device-alias commit

MDS-9132T-B(config-device-alias-db)# device-alias name FlashArray-CTOFC1 pwwn 52:4A:93:7C:2B:9B:9F:01
MDS-9132T-B(config-device-alias-db)# device-alias name FlashArray-CT1FC1 pwwn 52:4A:93:7C:2B:9B:9F: 11
MDS-9132T-B(config-device-alias-db)# device-alias name FlashArray-CTOFC3 pwwn 52:4A:93:7C:2B:9B:9F:03
MDS-9132T-B(config-device-alias-db)# device-alias name FlashArray-CT1FC3 pwwn 52:4A:93:7C:2B:9B:9F:13
MDS-9132T-B(config-device-alias-db)# device-alias name VM-Host-FC-01-B pwwn 20:00:00:25:65:01:0B:00

MDS-9132T-B(config-device-alias-db)# device-alias name VM-Host-FC-02-B pwwn 20:00:00:25:b5:01:0B:01
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MDS Zoning

Create zones for each host using the device aliases created in the previous step, specifying init and target roles to
optimize zone traffic:

Zone for UCS VM-Host-FC-01 on MDS A
MDS-9132T-A(config)# zone name VM-Host-FC-01-A vsan 100
MDS-9132T-A (config-zone) # member device-alias VM-Host-FC-01-A init
MDS-9132T-A (config-zone) # member device-alias FlashArray-CTOFCO target
MDS-9132T-A (config-zone) # member device-alias FlashArray-CTOFC2 target
MDS-9132T-A (config-zone) # member device-alias FlashArray-CT1FCO target
MDS-9132T-A(config-zone) # member device-alias FlashArray-CT1FC2 target
Zone for UCS VM-Host-FC-02 on MDS A
MDS-9132T-A (config-zone)# zone name VM-Host-FC-02-A vsan 100
MDS-9132T-A (config-zone) # member device-alias VM-Host-FC-02-A init
MDS-9132T-A (config-zone) # member device-alias FlashArray-CTOFCO target
MDS-9132T-A (config-zone) # member device-alias FlashArray-CTOFC2 target
MDS-9132T-A(config-zone) # member device-alias FlashArray-CT1FCO target
MDS-9132T-A (config-zone) # member device-alias FlashArray-CT1FC2 target
Zone for UCS VM-Host-FC-01 on MDS B
MDS-9132T-B(config)# zone name VM-Host-FC-01-B vsan 200
MDS-9132T-B (config-zone) # member device-alias VM-Host-FC-01-B init
MDS-9132T-B(config-zone) # member device-alias FlashArray-CTOFCl target
MDS-9132T-B (config-zone) # member device-alias FlashArray-CTOFC3 target
MDS-9132T-B (config-zone) # member device-alias FlashArray-CT1FCl target
MDS-9132T-B(config-zone) # member device-alias FlashArray-CT1FC3 target
Zone for UCS VM-Host-FC-02 on MDS B
MDS-9132T-B(config)# zone name VM-Host-FC-02-B vsan 200
MDS-9132T-B(config-zone) # member device-alias VM-Host-FC-02-B init
MDS-9132T-B (config-zone) # member device-alias FlashArray-CTOFC1l target
MDS-9132T-B(config-zone) # member device-alias FlashArray-CTOFC3 target
MDS-9132T-B(config-zone) # member device-alias FlashArray-CT1FCl target

MDS-9132T-B (config-zone) # member device-alias FlashArray-CT1FC3 target
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Create and Activate Zoneset

Add the zones to a zoneset on each MDS switch:

zoneset for MDS A

MDS-9132T-A (config-zone)# zoneset name flashstack-zoneset vsan 100
MDS-9132T-A config-zoneset) # member VM-Host-FC-01-A
MDS-9132T-A (config-zoneset) # member VM-Host-FC-02-A

zoneset for MDS B
MDS-9132T-B (config-zone)# zoneset name flashstack-zoneset vsan 200
MDS-9132T-B(config-zoneset) # member VM-Host-FC-01-B

MDS-9132T-B (config-zoneset) # member VM-Host-FC-02-B

Activate the zonesets and save the configuration:

zoneset for MDS A

mds-9148s-a (config-zoneset) # zoneset activate name flashstack-zoneset vsan 101

mds-9148s-a (config)# copy run start

zoneset for MDS B
mds-9148s-b (config-zoneset)# zoneset activate name flashstack-zoneset vsan 102

mds-9148s-b (config)# copy run start
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FlashArray Storage Deployment
I ————————————

The Pure Storage FlashArray//X is accessible to the FlashStack, but no storage has been deployed at this
point. The storage to be deployed will include:

e ESXi FC Boot LUNs
e VMFS Datastores

e \Wol Data Stores

The FC Boot LUNs will need to be setup from the Pure Storage Web Portal, and the VMFS datastores will be
directly provisioned from the vSphere Web Client after the Pure Storage vSphere Web Client Plug-in has later
been registered with the vCenter.

Host Port Identification

FC Boot LUNs is mapped by the FlashArray//X using the assigned Initiator PWWN to the provisioned service
profiles.

Host Registration

For Host registration, follow these steps in the Pure Storage Web Portal:

1. Select Storage > Hosts

Select the + icon in the Hosts Panel

N

After clicking the Create Host (+) option, a pop-up will appear to create an individual host entry on the
FlashArray

w
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Create Host

Name

Create Multiple...

| etters, Mumbers, -

Cancel

Create

4. To create more than one host entry, click the Create Multiple... option, filling in the Name, Start Number,
Count, and Number of Digits, with a “#” appearing in the name where an iterating number will appear:

Create Multiple Hosts

Name VM-Host-FC-#
Start Number 1
Count 2
Mumber of Digits 1

Create Single...

Cancel

Create

5. Click Create to add the hosts.

©. For each host created, select the host.

7. In the Host view, select Configure WWNSs... from the Host Ports menu.

PURESTORAGE Storage
Array Hosts Volumes
(0 > Hosts > o= VM-HOSLFC
Storage
Size Data Reduction Volumes Snapshots
0 10to1 0.00 0.00

Connected Volumes

Mame a

No volumes found.

Protection Groups

Name a

No protection groups found.

Protection Groups

System

Pods

Total
0.00

0of0

Shared

Search

Host Ports

Port

Mo ports found

Details

CHAP Credentials

Personality

Preferred Arrays

Configure WWNs_.
Configure IGNs...

Remove...
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8. A pop-up will appear for Configure Fibre Channel WWNs <host being configured>. Within this pop-up, select
the appropriate Existing WWNs from the discovered list.

Configure Fibre Channel WWNs

Existing WWNs Selected WWNs
O MNone selected
[ Ep 20:00:00:25:B5:01:0A:02
[ gP 20:00:00:25:B5:01:0A:03

[ B 20:00:00:25:B5:01:06:02

[ 20:00:00:25:B5:01:06:03

=l

9. Or you may enter the WWN manually by Selecting the +.

Add WWN manually

WWN 20:00:00:25:b5:01:0A:00

Cancel m

Add WWN manually

WWN 20:00:00:25:b5:01:0B:00

Cancel m

10. After entering the PWWN/WWPN, click Add to add the Host Ports.

11. Select Set Personality... in the Details menu.

146



FlashArray Storage Deployment

PURESTORAGE Storage

Search

Array Hosts Volumes Protection Groups Pods
(D) > Hosis > o= VM-Host-FC-1
Storage
Size Data Reduction Volumes apshot System Total
0 10101 0.00 0.00 0.00
Connected Volumes Host Poris
Name a Port
P 20:00:00:25:85:01:0A:00 =
No volumes found.
0 20:00:00:25:65:01:08:00 =
Protection Groups
Details
Name &
CHAP Credentials Configure CHAP
Set Personality...
No protection groups found Personality Add Preferred Arrays...
Preferred Arrays
12. Select ESXi and click Save.
Configure Personality
B
* ESXi
Hitachi WsP
HP-LX
Cracle WM Server
Solaris
WS
Mone
‘I—I & W
Cancel E |

13. Repeat steps 1-12 for each host created.

Create Host Group

Host Groups allow the Administrator to map Volumes to a group of hosts at once with the same LUN ID. To

create a Host Group, follow these steps in the Pure Storage Web Portal:

1. Select Storage > Hosts.

2. Select the + icon in the Host Groups Panel.

3. A pop-up will appear to create a host group on the FlashArray.
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Create Host Group

Name Production|

Create Multiple...

Cancel Create

4. Provide a name for the group and click Create.

5. Select the group in the Host Groups Panel.

6. Inthe Host Group view, select Add.. from the Member Hosts menu.

PURESTORAGE

Storage

Array Hosts Volumes Protection Groups

B > Hosis > EZ Production
Storage

Size Data Reduction Volumes Snapshots Shared System

o 10to1 000 0.00

Member Hosts

Name a

No hosts found.

Connected Violumes

Name a

No volumes found.

Search

Pods

Total
0.00

Interface Size

0of0

Protection Groups

LUN Name a

No protection groups found

0of 0

Add

Remaove..

Download CSV

0of 0

7. Select the host to be part of the host group.

Add Hosts to Host Group

Existing Hosts
=] 1-5ofs
|| FSW-Upgrade-ESXi-03

|« WM-Host-FCA1

|#| VM-Host-FC-2

2 selected Clear all
VM-Host-FC-1 X
VM-Host-FC-2 x

Cancel
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8. Click Add.

Private Boot Volumes for Each ESXi Host
To create private boot volumes for each ESXi Host, follow these steps in the Pure Storage Web Portal:

1. Select Storage > Volumes.
2. Select the + icon in the Volumes Panel.

3. A pop-up will appear to create a volume on the FlashArray.

Create Volume
Container !
Name Letters, Numbers, -
Provisioned Size Mumbers G -
Bandwidth Limit Numbers MB/s -
Create Multiple... Cancel Create

4. To create more than one volume, click the Create Multiple... option, filling in the Name, Provisioned Size, Star-
ing Number, Count, and Number of Digits, with a “#” appearing in the name where an iterating number will ap-
pear.
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Create Multiple Volumes
Container !
Name VM-Host-FC-Boot-#

Provisioned Size 20 G -
Bandwidth Limit Numbers MB/s -

Start Number 1

Count p

Number of Digits 1

Create Single... Cancel

5. Click Create to provision the volumes to be used as FC boot LUNSs.

6. Go back to the Hosts section under the Storage tab. Click one of the hosts and select the gear icon drop-
down list within the Connected Volumes tab within that host.

PURESTORAGE Storage

Array Hosts Volumes Protection Groups Pods
S
@ > > > = VM-Host-FC-1
Storage

Size Data Reduction Volumes Snapshots Shared System Total

0 1.0to1 0.00 0.00 - - 0.00
Connected Volumes 0of0 Iz‘
Name & Connect..

Disconnect...

No volumes found. Diownload CSWV
Protection Groups 0 of 0 E
Name &
Mo protection groups found

7. From the drop-down list of the gear icon, select Connect Volumes, and a pop-up will appear.

150



FlashArray Storage Deployment

Connect Volumes to Host

G

] 150 of 272 > 1 selected Clear all

[# VM-Host-FC-Boot-1 - VM-Host-FC-Boot-1 x

LUN 1

ﬂ LUN ID 1 should be used for the boot.

8. Select the volume that has been provisioned for the host, set the LUN ID for the volume, click the + next to
the volume, and select Confirm to proceed. Repeat steps 1-7 to connect volumes for each of the
host/volume pairs configured.

Configure Storage Policy Based Management

vSphere can communicate to the array via VASA provider to find out what features it supports and allow the
vSphere administrator to assign, change, or remove functionality on a VVol on demand and via policies.

Below is an example of how to configure a Protection group that will provide hourly snapshots that will be retained
for 1 day, with 4 snapshots per day retained for 7 days. These policies should be configured based on application
snapshot need.

To configure Storage Policy Based Management, follow these steps:

1. In the Pure Storage Web Portal select Storage > Protection Groups.

2. Select Create.. from the Protection Groups menu.
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Array Hosts Volumes Protection Groups Pods

) > Protection Groups

Snapshots
0.00

Protection Groups 11 0f1 +|1|

Name a Snapshots = Targets Create...
Destroy...
Allow...

@ pure-vasa-default 000 - Disallows...
Download CSV

3. Enter a name.
Create Protection Group
Container !
Name platinum
Cancel Create

4. Select the protection group.

5. Edit the Snapshot Schedule based on your operational requirements.

Edit Snapshot Schedule

@ Enablea

Create a snapshot on source every Ijl hours - | at | -

Retain all snapshots on source for days -
then retain El snapshots per day for more days

6. Click Save.
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VMware vSphere Deployment

ESXi Installation

This section provides detailed instructions to install VMware ESXi 6.7 U1 in a FlashStack environment. After the

procedures are completed, the FC SAN booted ESXi hosts will be configured.
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Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to use the

built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map remote

installation media to individual servers and connect to their boot logical unit numbers (LUNS).

Download Cisco Custom Image for ESXi 6.7 U1

The VMware Cisco Custom Image will be needed for use during installation by manual access to the Cisco UCS

KVM vMedia, or through a vMedia Policy covered in a previous subsection. If the Cisco Custom Image was not
downloaded during the vMedia Policy setup, download it now by following these steps:

1.

Click the following link: https://my.vmware com/web/vmware/details?downloadGroup=0OEM-ESXI6 /U1~

CISCO&productld=859

You will need a user id and password on vmware.com to download this software.

Download the .iso file.
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Log into Cisco UCS 6454 Fabric Interconnect

The IP KVM enables the administrator to begin the installation of the operating system (OS) through remote media.
It is necessary to log into the Cisco UCS environment to run the IP KVM.

To log into the Cisco UCS environment, follow these steps:

1. Open a web browser to https:// <<var_ucs_mgmt_vip>>

2. Select the Launch UCS Manager Section in the HTML section to pull up the UCSM HTML5 GUI.

3. Enter admin for the Username, and provide the password used during setup.

4. Within the UCSM select Servers -> Service Profiles and pick the first host provisioned as VM-Host-FC-01.

5. Click the KVM Console option within Actions and accept the KVM server certificate in the new window or
browser tab that is spawned for the KVM session.

6. Click the link within the new window or browser tab to load the KVM client application.

Set Up VMware ESXi Installation

‘ﬁ Skip this step if you are using vMedia policies. I1SO file will already be connected to KVM.

To prepare the server for the OS installation, follow these steps on each ESXi host:

1. In the KVM window, click Virtual Media icon = in the upper right of the screen.
2. Click Activate Virtual Devices

3. Click Virtual Media again and select Map CD/DVD.

4. Browse to the ESXi installer ISO image file and click Open.

5. Click Map Device.

6. Click the KVM tab to monitor the server boot.

7. Boot the server by selecting Boot Server and clicking OK, then click OK again.

Install ESXi
To install VMware ESXi to the FC bootable LUN of the hosts, follow these steps on each host:

1. On reboot, the machine detects the presence of the ESXi installation media. Select the ESXi installer from the
boot menu that is displayed.

2. After the installer is finished loading, press Enter to continue with the installation.

3. Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.
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4. Select the LUN that was previously set up as the installation disk for ESXi and press Enter to continue with the
installation.

5. Select the appropriate keyboard layout and press Enter.
6. Enter and confirm the root password and press Enter.

7. The installer issues a warning that the selected disk will be repartitioned. Press F11 to continue with the instal-
lation.

8. After the installation is complete, if using locally mapped Virtual Media, click the Virtual Media tab and clear
the P mark next to the ESXi installation media. Click Yes.

9. From the KVM window, press Enter to reboot the server.

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host. To add a management
network for the VMware hosts, follow these steps on each ESXi host:

To configure the ESXi host with access to the management network, follow these steps:

1. After the server has finished rebooting, press F2 to customize the system.
2. Login as root, enter the corresponding password, and press Enter to log in.
3. Select the Configure the Management Network option and press Enter.

4. Select Network Adapters option leave vmnicO selected, arrow down to vmnic1 and press space to select
vmnic1 as well and press Enter.

5. Select the VLAN (Optional) option and press Enter.

6. Enter the <<var_ib_mgmt_vlan_id>> and press Enter.

7. From the Configure Management Network menu, select IPv4 Configuration and press Enter.
8. Select the Set Static IP Address and Network Configuration option by using the space bar.
9. Enter <<var_vm_host_FC_01_ip>> for the IPv4 Address for managing the first ESXi host.
10. Enter <<var_ib_mgmt_vlan_netmask_length>> for the Subnet Mask for the first ESXi host.
11. Enter <<var_ib_mgmt_gateway>> for the Default Gateway for the first ESXi host.

12. Press Enter to accept the changes to the IPv4 configuration.

13. Select the DNS Configuration option and press Enter.

‘ﬁ Because the IP address is assigned manually, the DNS information must also be entered manually.

14. Enter the IP address of <<var_nameserver_ip>> for the Primary DNS Server.
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15. Optional: Enter the IP address of the Secondary DNS Server.

16. Enter the fully qualified domain name (FQDN) for the first ESXi host.

17. Press Enter to accept the changes to the DNS configuration.

18. Select the IPv6 Configuration option and press Enter.

19. Using the spacebar, select Disable IPv6 (restart required) and press Enter.

20. Press Esc to exit the Configure Management Network submenu.

21. Press Y to confirm the changes and return to the main menu.

22. The ESXi host reboots. After reboot, press F2 and log back in as root.

23. Select Test Management Network to verify that the management network is set up correctly and press Enter.

24. Press Enter to run the test.

25. Press Enter to exit the window, and press Esc to log out of the VMware console.

26. Repeat the steps in Set Up VMware ESXi Installation, Install ESXi, and Set UP Management Networking for
ESXi Host for additional hosts provisioned, using appropriate values.

Create FlashStack

Datacenter

If a new Datacenter is needed for the FlashStack, follow these steps on the vCenter:

1. Connect to the vSphere Web Client and click Hosts and Clusters from the left side Navigator window or

the Hosts and Clusters icon from the Home center window.

vmware® vSphere Web Client  fi=

T | | Launch vSphere Client (HTML5) | | Adminisirator@VSPHERE.LOCAL ~ | Hy

Navigator p 3

2} Home

(4
(Avome

Il Hosts and Clusters
VMs and Templates
H storage

€3 Networking

Content Libraries
Global Inventory Lists

Policies and Profiles
@, Update Manager

VI VW V|V VVV VY

Administration

| Home |

Inventories

|k

Hosts and
Clusters

Vs and
Templates

Operations and Policies

B =

Task Console

Event Console

Tasks
[T Events

Administration

<7 Tags & Custom Aftributes

& &

@, New Search
[ Saved Searches >

v

Roles System

Configuration

{ Fure Storage

Plug-ins for Installation

@ O

3 @

Storage Networking

£ o i

WM Storage
Policies

Customization
Specification
Manager

o lig

Licensing Customer

Experience

Improvement ...

| (11

Content
Libraries

&

Updaie
Manager

VRealize
Operations
Manager

Global
Inventory Lists

o

Pure Storage

i

Host Profiles
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2. From Hosts and Clusters:

3. Right-click the vCenter icon and select New Datacenter.. from the drop-down list.

vmware® vSphere Web Client fi= U | Launch vSphere Client (HTML5) | | Administrator@VSPHERE.LOCAL ~
Navigator S FSV-VCSA-1.flashstack.cisco.com | ] @ | £3 Actions ~
E Gettin... | Summ... | Monitor Config.. Permi.. Datac.. Hosts.. VMs Datast.. Nelwo.. Linked.. Extens..
E g‘ FSV-VC3A-1 flashstackcisco.com CPU FREE: 0
[ FSV-VCSA-1 flashstack cisco com i ARy, . cnines: o
[B Actions - FSVVCSA-1 flashstack cisco.com 1 ’ . USED 000 Hz CAPAZITY-O
! ‘g New Datacenter. [ MEMORY FREE
3 New Folder.. USED: 0.00 B CAPACITY
#§ Deploy OVF Template... STORAGE FREE
Export System Logs... USED: 0.00 B CAPACITY
[Eg Assign License... -
Settings |:|. [« Version Information |:|.
vCenter HA Settings jory Description Version 6.7.0
Tags & Custom Atributes y {lstis empty Buld 11727113
Add Permission... p .
Alarms , - Update Manager Compliance [m]
Stat -
Update Manager » At
! T Scan ... Detailed Status
Assign

4. From the New Datacenter pop-up dialogue enter in a Datacenter name and click OK.

New Datacenter 2) b

Datacenter name: FlashStack-Vsl

Location: (5] FSV-VCSA..

[ OK ][ Cancel ]

Create VMware vDS for Infrastructure and Application Traffic

The VMware vDS setup will consist of two vDS that are separated for Infrastructure use versus Application traffic.

FlashStack Infrastructure vDS
To configure the first VMware vDS, follow these steps:

1. Connect to the vSphere Web Client and click Networking from the left side Navigator window or
the Networking icon from the Home center window.

2. Right-click the FlashStack-VSI datacenter and select Distributed Switch > New Distributed Switch..

157



VMware vSphere Deployment

vmware* vSphere Web Client  ft=

@ | | Launch vSphere Client (HTML5) | | Adminisirator@VSPHERE.LOCAL ~ | H

' Navigator ;\| [ Flasnstackvst | F 47 89 &= % | Eiacions -

[3 'Geﬂing Started | Summary Monitor Configure Permissions Hosis & Clusters VMs  Datastores  Networks

Update Manage|

] 2 B8(a|
+ [5) FSV-VCSA-1 flashstack cisco.com

Distributed Switch

New Virtual Machine
B8] New vApp from Library
#§ Deploy OVF Template...

Storage
Edit Default VM Compatibility.
g2 Migrate VMs to Ancther Network..

Move To
Rename...
Tags & Custom Attributes

Add Permission
Alarms

3 Delete

All vRealize Orchestrator plugin Actions
Fure Storage
Update Manager

Create Datacenter [E) Add Host Add Virtual Machine Complete set-up
Actions - FlashStack-VS1
@ AddHost. \irtualization
% Mew Cluster.. to run virtual
New Folder ¢ inventary

Virtual Machines

of 2 yCente
[¥ L. New Distributed Switch..
» Illﬂa Import Distributed Switch...

wESH C
site for - -
~ -

» L Host ™
he credentials : S - ////
pically e =
ication ofthe .

S| Datacenter
|
vCenter Server
vSphere Client
b
[y
Explore Further

p, click Add a host.
Leam more about datacenters

Leam how to create datacenters
Leam about hosts

»

Leam about clusters

>

3. Give the Distributed Switch a descriptive name and click Next.

4. Make sure Distributed switch: 6.6.0 is selected and click Next.

5. Leave the Number of uplinks at 4. If VMware Network I/O Control is to be used for Quality of Service, leave
Network I/O Control Enabled. Otherwise, Disable Network I/O Control. Enter IB-Mgmt for the name of the de-
fault Port group to be created. Click Next.

6. Review the information and click Finish to complete creating the vDS.

£z New Distributed Switch (7)

+ 1 Name and location Ready to complete

Review your settings selections before finishing the wizard

W 2 Selectversion
+ 3 Editsetings Name: Mangement

MNumber of uplinks: 4

MNetwork 1/0 Control: Enabled

Default port group: IB-Mgmt

Suggested next actions

2 Mew Distributed Port Group

[f'g Add and Manage Hosts

@ These actions will be available in the Actions menu of the new distributed switch.
Eack Finish Cancel
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7. Right-click the newly created vDS , and select Settings -> Edit Settings..

vmware* vSphere Web Client #= ) | | Launch vSphere Client (HTMLS) | | Administrator@VSPHERELOCAL - | Help
S
Navigator b § ‘ (& Mangement ‘ B & [z M2 o | Sadons ~ |=_v
E | Getting Started ] Summary Monitor Configure Permissions Ports  Hosts WMs  Networks
) 8e| o
] v@ FSV-VCSA-1 flashstack.cisco.com Whatis a Distributed Switch?
« [ FlashStack-vsi Adistributed switch acts as a single virtual
switch across all associated hosts. This
2 1B-Mgmt &= Actions - Mangement maintain
Distributed Port Group y fration as they
=8 Mangement-0
[iZz Add and Manage Hosts. | vSphere
&2 Migrate VMs to Another Network... g configuration e
Upgrade le first part takes witeh

fel, where

Move To. Edit Private VLAN..
Rename. ... Edit NetFlow...
Tags & Custom Aftributes » Edit Health Check..
Alarms s Export Configuration...
Restore Configuration...
3 Delete p——
tual machine NIC

g
configuration or by migrating virtual machine
networking from the distributed switch itself.

Basic Tasks Explore Further

[ Add and manage hosts Learn more about distributed

@a Manage this distributed switch switches

%, Create a new port group Learn how to set up a network with a

distributed switch

8. Click the Advanced option side of the Edit Settings window and adjust the MTU from 1500 to 9000.

& Mangement - Edit Settings

el MTU (Eytes): e
pranced ] Multicast filtering mode: | Basic [~]

()

Discovery protocol

Type [ Cisco Discovery Protocol | - J

Operation: [Listen [~ ]

Administrator contact

Name: | |

Other details: | |

9. Click OK to save the changes.
10. Expand the FlashStack VSI data center and the newly created vDS.

11. Right-click the IB-Mgmt Distributed Port Group, and select Edit Settings..
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12. Click VLAN, changing VLAN type from None to VLAN, and enter in the appropriate VLAN number for the 1B-
Mgmt network.

13. Click the Teaming and Failover and move the Uplinks 3 and 4 to the Unused uplinks state and move the Uplink
2 to the Standby uplinks state.

ﬂ The movement of Uplink 2 to standby is guiding Management traffic to stay within the A side fabric
contained within Uplink 1 to prevent unnecessary traffic hops up into the Nexus switch to traverse
between fabrics. Uplinks 3 and 4 are set as unused as these are the vMotion vNICs and will be used
by the other Distributed Port Group in this vDS.

% |B-Mgmt - Edit Settings 2)
General Load balancing: | Route based on originating virtual port | -
G Metwork failure detection: | Link status only | -
Secury Notify switches: | Yes | v |
Traffic shapin
ping Failback: |y95 | = ‘
VLAN
saming and Rilover Failover order
Monitoring + &
Traffic filtering and marking Active uplinks
Miscellaneous Uplink 1
Standby uplinks
Uplink 2
Unused uplinks
Uplink 3
Uplink 4
Select active and standby uplinks. During a failover, standby uplinks activate in the order specified above.
| ok || cancel |

14. Click OK to save the changes.

15. Right-click the infrastructure vDS (Infra-DSwitch), and select Distributed Port Group -> New Distributed Port
Group..
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vmware: vSphere Web Client  #t= O | | Launch vsphere Client (HTMLS) | | Adminisiraior@VSPHERELOCAL ~ | Help -
Navigator R| @nmpswich R & [B 42 o | (GAdions - |=7
E ( Getting Started ‘ Summary Monitor Configure Permissions Ports Hosts VMs  Networks
) 8 a | P
+ 5] FSV-VCSA-1 flashstack cisco com Whatis a Distributed Switch?
+ [i7 FlashStack-Vs| Adistributed switch acts as a single virtual
| h switch across all associated hosts. This
&\B—Mgmt &= Actions - Infra-DSwitch es to mqintam

Distributed Porl Group ‘% New Distributed Port Group...
[ Add and Manage Hosts...
g2 Migrate VMs to Another Network...

B8 Mangem
Import Distributed Port Group...

£ Manage Distributed Port Groups .

Upgrade » erlevel, where
) are created, and hosts
Seftings roups are added to
The second part takes
Move To. 1, where host ports and
Rename. . are associated with
Tags & Custom Aftributes y ither through individual
iguration or using host
Alarms » ttakes place atthe
where virtual machine
x Delete 0 distributed port groups

lvirtual machine NIC
configuration or by migrating virtual machine
networking from the distributed switch itself.

Basic Tasks Explore Further
[ Add and manage hosts Leam more about distributed
& Manage this distributed switch switches
Create a new port group Leam how to set up a network with a
2 distributed switch

16. Name the new Port Group vMotion and click Next.

17. Change the VLAN type from None to VLAN, select the VLAN ID appropriate for your vMotion traffic, and select
the Customize default policies configuration check box under the Advanced section.

%2, New Distributed Port Group 2 »

+ 1 Selectname and location Configure setfings

Set general properties of the new port group.
2 Configure seflings

3 Configure policies

Port binding: [ static binding |~

3a Security

Port allocation: [ Elastic |~

3b Traffic shaping
@ Elastic port groups automatically increase or decrease the number of ports as needed.
3c Teaming and failover

Number of ports: g [=
3d Monitoring o : Z‘
B e — Network resource pool: | (default) |~ |
4 Editadditional setiings VLAN
5 Readyto complete VLAN type: ﬁ]
VLAN ID: 1130

Advanced

|2| Customize default policies configuration

Back Next Finish Cancel

18. Click Next.
19. Click Next through the Security and Traffic Shaping sections.
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20. Within the Teaming and failover section, move Uplinks 1T & 2 to the Unused uplinks section, and move Uplink 3
to the Standby uplinks section.

# Teaming for the vMotion Distributed Port Group will be a mirror of teaming on the Infrastructure Dis-
tributed Port group. Uplinks 1 and 2 are unused because they are used by the Infrastructure Distrib-
uted Port group, and Uplink 3 will be moved to standby to guide vMotion traffic to stay within the B
side fabric contained within Uplink 4.

2 New Distributed Port Group ?) W
+ 1 Selectname and location Teaming and failover
Controls load balancing, network failure detection, switches notification, failback, and uplink failover order.
~' 2 Configure setfings
3 Configure policies :
Load balancing: | Route based on originating virtual port | - |
vy 3a Security
Network failure detection: | Link status only | - |
v 3b Traffic shaping
Notify switches [ ves | - |
3c Teaming and failover
Failback:
3d Monitoring [ es []
3e Miscellaneous Failover order
4 Editadditional setfings f‘ 3
5 Readyfo complete Active uplinks
Uplink 4
Standby uplinks
Uplink 3
Unused uplinks
Uplink 2
Uplink 1
Select active and standby uplinks. During a failover, standby uplinks activate in the order specified above.
Back Next Cancel
21. Click Next

22 . Click Next Past Monitoring, Miscellaneous, and Edit additional settings sections.

23. Review the Ready to complete section.
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New Distributed Port Group 2w

+ 1 Selectname and location Readyto complete
Review the changes before proceeding.
v 2 Configure setings

J Configure policies Distributed port group name: vMotion
~  3a Security Port binding: Static binding
v 3b Traffic shaping Number of ports: &
Port allocation Elastic
W S VR ER EEE Metwork resource pook (default)
v 3d Monitoring VLAN ID 1130
v 3e Miscellaneous

+' 4 Editaddiional settings

5 Readyto complete

Back Finish Cancel

24. Click Finish to create the Distributed Port Group.

FlashStack Application vDS
To configure the second VMware vDS, follow these steps:

1. Right-click the FlashStack-VSI Datacenter and select Distributed Switch -> New Distributed Switch... to create
the Application vDS.

2. Provide a name for the vDS (App-DSwitch), and click Next.

3. Make sure Distributed switch: 6.6.0 is selected and click Next.

4. Change the Number of uplinks to 2. If VMware Network 1/O Control is to be used for Quality of Service, leave
Network 1/0O Control Enabled. Otherwise, Disable Network I/O Control. Enter App-1301 for the name of the

default Port group to be created. Click Next.

5. Review the information and click Finish to complete creating the vDS.
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&= New Distributed Switch 3
+ 1 Name and location Ready to complete
Review your settings selections before finishing the wizard
~ 2 Selectversion
" 3 Editsetiings Mame: App-DSwitch
¥4 4 Readyto complete Version: 6.6.0
Mumber of uplinks: 2
Network I/O Control: Dizabled
Default port group: App-1301
Suggested next actions
% New Distributed Port Group
BZ‘Z' Add and Manage Hosts
@ These actions will be available in the Actions menu of the new distributed switch
Back Finish Cancel

6. Right-click the newly created App-DSwitch vDS, and select Settings -> Edit Settings..

7. Click the Advanced option for the Edit Settings window and change the MTU from 1500 to 9000.

8. Click OK to save the changes.

9. Right-click the App-1301 Distributed Port Group, and select Edit Settings..

10. Click VLAN, changing VLAN type from None to VLAN, and enter in the appropriate VLAN number for the first

application network.

# The application Distributed Port Groups will not need to adjust their NIC Teaming as they will be Ac-
tive/Active within the two vNICs uplinks associated to the App-DSwitch, using the default VMware
Route based on originating virtual port load balancing algorithm.

11. Click OK to save the changes.

12. Right-Click the App-DSwitch, selecting Distributed Port Group -> New Distributed Port Group... for any addi-
tional application networks to be created, setting the appropriate VLAN for each new Distributed Port Group.

Add the VMware ESXi Hosts Using the VMware vSphere Web Client
To add the VMware ESXi Hosts using the VMware vSphere Web Client, follow these steps:

1. From the Hosts and Clusters tab, right-click the new or existing Datacenter within the Navigation window and
select New Cluster... from the drop-down options.
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vmware* vSphere Web Client ft= I | Launch vSphere Client (HTML5) | | Administrator@VSPHERELOCAL ~ | Hi
( Navigator X | [fy FlashStack-VsI \ T 49 83 &= th | {Shacons » |=_
| [:| J Getting Started | Summary Monitor Configure Permissions Hosis & Clusters VMs  Datastores Metworks  Update Manage|
g | & B o
« [T) FSV-VCSA-1.flashstack.cisco.com

iy FlashStaceys | Create Datacenter ) Add Host Add Virual Machine Complete set-up
! [y Actions - FlashStack-¥SI |
T Add Host. I that uses virtualization
H New Cluster... X or ESX, to run virtual
New Folder » hostto the inventory
nanagement of a vCenter Virtual Machines

Distributed Switch »
New Virtual Machine » Cluster | Sfs ™
New vAos from Libra &r running ESX or ESX ] e
i@ op my--- thave ESX or ESX &
#@ Deploy OVF Template... Whware Web site for = £
lis product. - ey -
Storage » osf
- nust know the credentials \ 2
Edit Default VM Compatibility.... +account (typically \
. t) and the location of the - -
g2 Migrate VMs to Ancther Network... | kl Datacenter
Move To. vCenter Server
Rename.. vSphere Client
Tags & Custom Aftributes »
Add Permission..
Alarms P
Explore Further
¥ Delete ‘Server setup, click Add a host.

Leam more about datacenters
All vRealize Orchestrator plugin Actions »
plg Leamn how to create datacenters

Pure Storage »

r
Update Manager » Leamn about hosts

\ 1 : Leam about clusters

2. Enter a name for the new cluster, select the DRS and HA checkmark boxes, leaving all other options with de-
faults.
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iJ New Cluster

Mame

Location
-~ DRS

Automation Level

Migration Threshold

- vSphere HA

Host Monitoring

Admission Control

- VM Monitoring

» EVC
Vv3AN

VM Monitoring Status

|F'mductinn

FlashStack-vsI
[] Turn ON

| Fullyautomated | = |

Consernvative ——="——— Aggressive
[w#] Turn ON

[v] Enable host monitoring

[v] Enable admission control

| Disabled |+ |

Cwverrides for individual ViVis can be set from the VI
Cwverrides page from Manage Settings area.

| Disable |~ |

[]Turm oM

3. Click OK to create the cluster.

4. Right-click the newly created cluster and select Add Host..
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vmware® vSphere Web Client  #= © | | Launch vSphere Client (HTMLS) | | Administrator@VSPHERELOCAL ~ | Help
' Navigator ¥‘|ﬁpmdu(:ﬁ0ﬂ| G E B B | Gadions ¥ |=~
|I| | Getting Started | Summary Monitor Configure Permissions Hosts VMs Datastores Networks Update Manager
B |8 8 g o
« [5G FSV-VCSA-1 flashstack cisco.com Whatis a Cluster?
| w [lg FlashStack-vS| Acluster is a group of hosts. When you add a

W hostto a cluster, the hosts resources
[P Actions - Production rtofthe cluster's resources. The
+§ Add Host_. ges the resources of all hosts
[y Move Hosts into Cluster... Cluster
X i ble the vSphere High Availability
MNew Virtual Machine ¥ here Distributed Resource
New vApp » RS). and the vBAN solutions.

# New Resource Pool.

Virtual Machines

Host

Restore Resource Pool Tree..

Storage » | Datacenter
‘\ vCenter Server
Host Profiles 4
vSphere Client

[Eg Assian License...

Settings Explore Further

Move To.. 105t Leam more about clusters

Rename. . = Leam more about resource pools
Tags & Custom Attributes 3

Add Permission..
Alarms »

3 Delete

5. Enter the IP or FQDN of the first ESXi host and click Next.

) Add Host @) »
Enter the name or IP address of the host to add to vCenter Server.
2 Connectfion setfings Host name or IP address: |10.2.164 67 I
3 Hostsummary Location: m Production

4 Resource pool

Type: S - @

5 Readyio complete

Bac Next Finish Cancel

6. Enter root for the User Name, provide the password set during initial setup and click Next.
7. Click Yes in the Security Alert pop-up to confirm the host’s certificate.

8. Click Next past the Host summary dialogue.
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9. Provide a license by clicking the green + icon under the License title, select an existing license, or skip past
the Assign license dialogue by clicking Next.

10. Leave lockdown mode Disabled within the Lockdown mode dialogue window and click Next.
11. Skip past the Resource pool dialogue by clicking Next.

12. Confirm the Summary dialogue and add the ESXi host to the cluster by clicking Next.

Add Host N5
+ 1 Name and location Name 10.2.164.70
' 2 Conneciion settings Version VMware ESXi 6.7.0 build-10302608
+ 3 Hostsummary License Licensze 1
" 4 Assign license Metworks VM Network
v 5 Lockdown mode Datastores F3V-vVvol
+ 6 Resource pool Lockdown mode Dizabled
¥4 7 Readyto complete Resources destination Production
Back Finish Cancel

13. Repeat steps 4-12 for each ESXi host to be added to the cluster.

Pure Storage vSphere Web Client Plugin

The Pure Storage vSphere Web Client Plugin will be accessible through the vSphere Web Client after registration
through the Pure Storage Web Portal.

To access the Pure Storage vSphere Web Client Plugin, follow these steps:

1. Go to Settings > Software

2. Select the edit icon in the vSphere Plugin panel

System Network Users Software

Updates Auto Download ) vSphere Plugin =

Name Version Status Progress wCenter Host
i Administrator User
No updates found.
Administrator Password -
Version on vCenter

Avallable Version 301

Health

Settings
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3. Enter the vCenter information in the pop-up window and click Save.

Edit vSphere Plugin Configuration

vCenter Host 101164.20
Administrator User administrator@vsphere.local
Administrator sasasasas
Password

Cancel Reset E

4. After the discovery completes. Click Install.

vSphere Plugin =
vCenter Host 10.1.164.20
Administrator User administratoravsphere_local

TR

Administrator Password
Version on vCenter

Avallable Version 311

Install

5. InvCenter, register the FlashArray to the plugin by navigating to Home and selecting the Pure Storage Plugin.
Then select Add FlashArray
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FlashAmay Name

|csPG-RTP-1

FlashAmay URL
[102.164.45

1}
|pureusar

Password

6. Add the FlashArray as a Storage Provider by clicking the ‘Register Storage Provider’ (ﬁ) icon and providing
the login information for the FlashArray.

o _ 3

By clicking "Register”, the storage providers on each controller for this FlashAmay will be registered with
vCenter.

FlashAmay Usemame
|pureuser

FlashAmay Password
**1****11

‘ Register H Cancel ‘

7. Verify that the FlashArray is registered correctly as a storage provider.

8. Select Host and Cluster, Select the vCenter Server.
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(5] 2] 8 e
-—ri‘,. FSV-VCSA-1 flashstack cisco.com

w [fig FlashStack-VSI
¢ B Production

9. Select Configure > Storage Providers.

10. Filter on the name.

] FSV-VCSA-1.flashstack.cisco.com 1 %@ g | {ghActions ~
Getting Started  Summary  Monitor | Configure ‘ Permissions  Datacenters  Hosts & Clusters VMs  Datastores  Metworks  Linked vCenter Server Systems  Extensions  Update Manager
" Storage Providers
Settings
v ° + B Group by: | Storage provider | + | [ CSPG -
General i .
Storage Provider/Storage System Status ActiveiStandby Priority URL. LastRescan Time  VASA APl Version | Certificate Expiry
(L==Tety ~ CSPG-RTP-1-ct0 Online - - https://10.2.164.46:8084/version.... | 5/1/2019 1:28... | 3.0 357 days
Message of the Day cspg-rip-1 (2/2 online) Active 200
Advanced Settings ~ CSPG-RTP-1-ct1 Online - - https://10.2.164.47:8084/version....  — 3.0 357 days
Auto Deploy cspg-rip-1 (2/2 online) Standby 200
vCenter HA
+ More
Key Management Servers
Storage Providers

11. Verify that one controller is Active and the other is Standby.

Import Protection Group as VM Storage Policy

To import the FlashArray Protection Group settings are VM Storage Palicies, follow these steps:

1. From the vSphere Web Client home screen Select the Pure Storage Plugin.

2. Select Import Protection Groups.

Navigator X | { FlashArray

J [ obiecs |

£ CSPG-RTP-1

! Role Based Access Conir.. 4 Add FlashAmray - Remove FlashAray # Edit FlashAmay ﬁ Register Storage Provider Fﬁ Import Protection Groups
FlashArray Alias FlashArray URL Online Compatible

CSPG-RTP-1 hitps:/i10.2.164.45 true true

3. Select the local snapshot Protection Group that was created during the “Configure Storage Policy Based Man-
agement” step and click Import.
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- =

Import Protection Groups (%)

Select which Protection Groups to import as VM Storage Policies:
[] Select all L=

Import Protection Group Mame "
[+ platinum (local snapshot every 1 hour, no remote replication)

] pure-vasa-default (no local snapshot or remote replication)

1-20f 2

| Impaort || Cancel |

Add Datastores

This section details the steps to add VMFS to place swap and driver files and a Vol datastore to place VMs on
the FlashArray//X R2.

‘ﬂ A dedicated swapfile location will not provide a performance increase over the existing all flash datas-
tores created from the FlashArray//X R2 but can be useful to have these files in a separate location to
have them excluded from snapshots and backups.

1. Right-click the cluster and select the Pure Storage -> Create Datastore option from the drop-down list.
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Navigator X | © proqucton | T [ 1 % B | GActons -
EI f Getting Started | Summary Monitor Configure  Perm]
| @ | B Q@

w [5) FSV-VCSA-1 flashstack.cisco.com Whatis a Cluster?

'|35“5l3‘3“"'"'5| Acluster is a group of hosts. When you add a

i Produglion hostto a cluster, the host's resources

[} Actions - Production he cluster's resources. The
@ Add Host Ihe resources of all hosts
[, Move Hosts into Cluster... Clul
_ _ 1e v3phere High Availability
New Virtual Machine * Distributed Resource
MNew vApp p 8ndthe v3AN solutions.

© MNew Resource Pool._.
#§ Deploy OVF Template...

Restore Resource Pool Tree...
Storage ¥ l
Host Profiles b
vSpher
Edit Default VM Compatibility...
[5g] Assign License...
Settings i

Move To...
Fename. ..
Tags & Custom Attributes ¥

ew virtual machine

Add Permission...

Alarms b
M Delete
All vRealize Orchestrator plugin Actions  »
- Pure Storage [ Create Datastore
Task Name ] Update Manager b Create Snapshots [
Undate service VSAN X Configure Multipathing
Start service | 1002764 Configure iSCSI |
Open firewall ports @ 10.2.164.71 i
: — . Update Cluster Protection
Update service activation policy @ 10216471 Add Host Group |
Fescan HEA E 10.2.164.71 oW pompeleg

2. Select Datastore type VMFS, provide a Datastore Name, Datastore size, Cluster, and Select VMFES 6.
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Create Datastore (X]

Datastore Type
(+) VWIFS
Wl
Datastore Name
ESxi-Swap
Datastore Size

1 (8 [~

VMF S Options
VMFS &
« VMFS G

.Select Pure Storage Amay _
[ CSPG-RTP-1 A

Select Host/ Cluster | {“‘»|

1-10f 1
Pure Storage Protection Group {optional) L] Joined | €,
Joined Protection Group Mame .
[ Create ‘ [ Cancel ‘

3. Right-click the cluster and select the Pure Storage -> Create Datastore option from the drop-down list to
create a second datastore.

4. Select Datastore Type VVol and click Create to finish.
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Create Datastore

Datastore Type
) VMFS

(=) Wol
Datastore Name

FSV-Wol

Storage Container
Vol container

_Select Pure Storage Amay
| CSPG-RTP-1 |~ |

Select Host/ Cluster | H|

1-10f1

cmse [ conn |

You will now be able to select the VM storage policy when creating or migrating Virtual Machines.

?) M
Selectstorage
Selectthe datastore in which to store the configuration and disk files
VM storage policy: [ Flasharray Snap 1 HOURS | - | @ Persistent memory (FMem) available in Customize hardware

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the virtual
machine configuration files and all of the virtual disks.

Mama Capacity Prowisioned Fres Type Cluster -
Compatible

= Fsv-wWol 0.00B 0.00B 0.00B Vol

Incompatible

) fev-upgrade-data 200TB 31.96 GB 197 TB VMFS &

l‘:l COWi Cuuan DD 4 :I’:\'}-‘D R 2D 4 AT 20D 4 N7 22 20 VIRACS £

Configure ESXi Settings

Base settings are needed for the stability of the vSphere environment, as well as optional enablement of SSH
connectivity to each host for the updating of drivers.

To configure ESXi settings, follow these steps:
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1. Select the first ESXi host to configure with standard settings.

2. Select the Configure tab and select Time Configuration within the options under System and click Edit within
Time Configuration.

vmware® vSphere Web Client f= Updated at 1253PM {) | | Launch vSphere Client (HTMLS5) | | Administrator@VSPHERELOCAL ~ |
Navigator X (0216471 | B B [ [1) [ | {hactons - =
|I| Summary  Monitor | Configure | Permissions VMs Datastores Metworks Update Manager
o | B B8 a
“ Time Configuration Edit...
w [5) FSV-VCSA-1 flashstack cisco.com . .
+ [y FlashStack-Vs| e Date & Time: 412612019 1:50 PM
~ [ Production T NTP Client: Disabled
B1D.2.164.58 Authentication Services .
- NTP Service Status: Stopped
@10.2.164.59 Certificate
6102164 70 NTP Servers:
L Power Management
i 10.2.164.71 .
@10.2.164_?2 Advanced System Settings
B10-2-16”3 System Resource Reservation

3. Select Use Network Time Protocol (Enable NTP client), enter <<var_oob_ntp>> for the NTP Servers, select
Start and stop with port usage for NTP Service Startup Policy, and click Start within NTP Service Status. Click
OK to submit the changes.

[ 10.2.164.71: Edit Time Configuration (?)

Specify

) Manually configure the date and time on this host
i*) Use Network Time Protocol (Enable NTP client)

NTP Service Status: Running

NTP Service Startup Policy: | Start and stop manually | - |

MTP Servers: 172.26.163.254

how the date and time on this host should be set.

Stop Restart

The NTP Service settings are updated when you click Starf, Restart, or Stop.

User starts and stops the service manually

Separate servers with commas, e.g. 10.31.21.2, fe00::2800

[ OK ][ Cancel ]

4. (Optional) Click Security Profile within the Configure tab under the System section for the host.

r.

Security Profile settings of ESXi Shell and SSH are enabled for the potential update of the nenic driv-
er later. These steps are unnecessary if using VMware Update Manager and these drivers are being
handled by being included into a configured baseline. If SSH is enabled for updates, it is recom-
mended to later disable this service if it is considered a security risk in the environment.
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Summary  Monitor 'Conﬁgure‘ Permissions VMs Datastores Metworks Update Manager

“
Time Configuration
Authentication Services
Certificate
Power Management
Advanced System Settings
System Resource Reservation
System Swap
Host Profile

+ Hardware
Processors
Memory
Power Management
PCI Devices

~ Virtual Flash

Virtual Flash Resource
Management

Virtual Flash Host Swap Cache
Configuration

Senvices

Mame Daemen
Direct Console Ul Running
ESXi Shell Running
S5H Running
Load-Based Teaming Daemon Running
Active Directory Service Stopped
NTP Daemon Running
PCISC Smart Card Daemon Stopped
CIM Server Stopped
SNMF Server Stopped
Syslog Server Running
vSphere High Availability Agent Running
VMware vCenter Agent Running
X.0rg Server Stopped

Firewall

 Incoming Connections

CIM Server 5988 (TCP)
CIM Secure Server h989 (TCP)
CIM SLP 427 (UDRTCP)

Refresh || Edit..

All
All
All

-

5. Scroll down to the Services section within Security Profile and click Edit.
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[J 10.2.164.71: Edit Security Profile 7 »w

To provide access to a service or client, check the corresponding box.
By default, daemons will start automatically when any of their ports are opened, and stop when all of their ports are closed.

Mame Dasmon

Direct Console Ul Running -
ESXi Shell Running

S8H Running

Load-Based Teaming Daemon Running

Active Directory Service Stopped

NTP Daemon Running =

= Service Details  Running

Status Running
Stop Restart

Mote: Action will take place immediately

Startup Policy | Start and stop manually | - |

Start and stop with host

Start and stop manually

Start and stop with port usage

OK ][ Cancel l

6. Select the ESXi Shell entry, change the Startup Policy to Start and stop with port usage, and click Start. Re-
peat these steps for the SSH entry. Click OK.
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Summary Monitor | Configure | Permissions VMs Datastores Networks Update Manager

4 System Swap

Time Configuration - Can use host cache

System Swap .
Authentication Services Can use datastore specified by host for swap files
Certificate

Power Management
Advanced System Settings
Systemn Resource Reservation
Security Profile
Host Profile

» Hardware
Processors
Memory
Power Management
PCl Devices

 Virtual Flash

Virtual Flash Resource
Management

Virtual Flash Host Swap Cache
Configuration

4 e 4

7. If an optional ESXi swap datastore was configured earlier, click System Swap the System section within the
Configure tab and click Edit.

[ 10.2.164.71 - Edit System Swap Settings 2

[+] Enabled
[fan option is selected, the system swap is allowed to use this space.

[] Can use datastore: [ES){j—Swap E ]

[v/] Can use host cache
|Z| Can use datastore specified by host for swap files

OK ][ Cancel

8. Checkmark the Can use datastore option, and from the drop-down list select the ESXi swap datastore that
was configured. Click OK.

9. Repeat steps 1-8 on each ESXi host being added into the cluster.

Install VMware Driver for the Cisco Virtual Interface Card (VIC)

The Cisco Custom Image for VMware vSphere 6.7 U1 comes with the currently specified nenic 1.0.25.0 for
Ethernet traffic from the ESXi host, an upgrade is recommended. For the most recent versions, please refer
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to Cisco UCS HW and SW Availability Interoperability Matrix. If a more recent driver is made available that is
appropriate for VMware vSphere 6.7 U1, to update the drivers, follow these steps:

1. Download and extract either driver bundle (example nenic Driver version 1.0.26.0) to the system the vSphere
Web Client is running from.

2. Within the vSphere Web Client, select one of the datastores common to all the hosts.

EEsxiswap | g7 (g @ B E) | {ghActons v

Getting Started Summary  Monitor  Configure Permissions|FiIes|Hosts VMs  FlashArray Snapshot Objects  Pure Storage

il
I<

Q, Search a e i
— B ESXi-Swap S Size Modified Type Path
» EO.sdd.sf | [ .sdd.sf Folder [ESXi-Swap] .sdd.sf
|:] sysSwap-ds-5cc33793-.. 1,048 576.00 KB @ 4/26/2019 2:25 PM File [ESXi-Swap] sysSwap-ds-5...

3. Click the Upload a file to the Datastore button.

4. Select and upload the offline_bundle (VMW-ESX-6.7.0-nenic-1.0.26.0-offline_bundle-10825029.zip) from
each of the extracted driver downloads.

5. Place all hosts in Maintenance mode requiring update.
6. Connect to each ESXi host through ssh from a shell connection or putty terminal.
7. Login as root with the root password.

8. Run the following command (substituting the appropriate datastore directory if needed) on each host:

esxcli software vib update -d /vmfs/volumes/ESXi-Swap/VMW-ESX-6.7.0-nenic-
1.0.26.0-offline bundle-10825029.zip

9. Reboot each host by typing reboot from the SSH connection after the command has run.
10. Log into the Host Client on each host once reboot is complete.

Add the ESXi Hosts to the vDS
To Add the ESXi Hosts to each vDS, follow these steps:

1. Within the Networking tab of the Navigator window, right-click the Infra-DSwitch vDS and select Add and
Manage Hosts..
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il
Ic

Navigator & lg,mnl‘ml]s»uliu:n| B & [ 2 | hacons ~
[z| Getting Started Summary Monitor Configure  Permissions  Ports | Hosts | VMs  Networks
g ® 8 [ a |
« [5) FSV-VCSA-1.flashstack.cisco.com
 [Ig FlashStack-VSI B3 -~
€ VM Network
w 2= App-DSwitch
%App-ﬂm
&1 App-DSwitch-DVUplinks-152

. .
&= Actlions - Infra-DSwilch

1B
ém Distributed Port Group 3
=M [ Add and Manage Hosts...
& &2 Migrate VMs to Another Network_..

Hosts

Mame 1.4 |State Status Cluster
This list is empty.

Upgrade 3

Settings ]

Move To

Rename....

Tags & Custom Attributes »

Alarms »
3 Delete

0 Objects Expo Copy =
2. Leave Add hosts selected and click Next.
[7> Add and Manage Hosts (7)
1 Selectiask Selecttask
Selecta task to perform on this distributed switch.
2 Selecthosts
3 Select network adapter asks (+) Add hosts
. Manage physical network Add new hosts to this distributed switch
adaplers () Manage host networking
Manage VMkemel network Manage networking of hosts attached to this distributed switch.
adapters .
_ (_) Remove hosts
6 Analyze impact Remove hosts from this distributed switch.
7 Readyto complete
() Add hostand manage host networking (advanced)
Add new hosts and manage networking of hosts already attached to this distributed switch. Use
this option to unify the network configuration of new and existing hosts.
Next Cancel

3. Click the green + icon next to New hosts..
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[[> Add and Manage Hosts

Select hosts
Select hosts to add to this distributed switch.

" 1 Selecttask

2 Selecthosts

i Select network adapter tasks

[

o= New hosts .
Manage physical nefwork
adapters

Manage VWkemel network
adapters

.

Host Host Status

This list is empty.

o

=

y Analyze impact

7 Readyto complete

Configure identical network setfings on multiple hosts template mode). @

Back Mext Cancel

4. In the Select new hosts pop-up that appears, select the hosts to be added, and click OK to begin joining them
to the vDS.

Select new hosts (x)

i) Incompatible Hosts Q Filte -

Host Host State Cluster
¥ [g 10.2.164.70 Connected [ Production
¥ [ 10.2.184.71 Connected [J Production

M (q Finc - 6 items [[3Copy~

8] Cancel

5. Click Next.
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[ Add and Manage Hosts (7)
« 1 Selecttask Selecthosts
Select hosts to add to this distributed switch.
2 Selecthosts
3 Selectnetwork adapter tasks + New hosts
Manage physical network
adapters Host Host Status
- Manage VMkemel network (New) 10.2.164.70 Connected
adapters (New) 10.2.164.71 Connected
6 Analyze impact
7 Readyto complete
[] Configure identical network settings on multiple hosts (template mode). |G
Back Next Cancel
6. Leave Manage physical adapters and Manage VMkernel adapters both selected and click Next.
[> Add and Manage Hosts (7)
« 1 Selecttask Select network adapter tasks
Selectthe network adapter tasks to perform.
v 2 Selecthosts
3 Select network adapter tasks E Manage physical adapters
4 Manage physical neftwork Add physical network adapters to the distributed switch, assign them to uplinks, or remove existing
adapters ones.
£ Manage VIMkemel network
D e [+/] Manage WKemeI adapters o . _ o
B _ Add or migrate VMkernel network adapters to this distributed switch, assign them to distributed port
6 Analyze impact groups, configure VMkemnel adapter settings, or remove existing ones.
7 Readyto complete [] Migrate virtual machine networking
Migrate VM network adapters by assigning them to distributed port groups on the distributed
switch.
Sample distributed switch
Mdanelge VMkernel 4 Viikemel port group Uplink port group Mdanelge physical
adapters v VMkernel poris v Uplink adaplers
b [EE vmk o d [E vmnic »
VM port group
v Virtual Machines
Eh vm D
Back Next Cancel
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7. Select vmnicO from the Host/Physical Network Adapters column and click the Assign uplink option.

Uplink 2

Uplink 3
Uplink 4

(Auto-assign)

8. Leave Uplink 1 selected and click OK.
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[ Add and Manage Hosts

o

w2 Selecihosts
+ ¥ Selectnetwork adapler asks

% 1 Selectiask Manage physical network adapiers

Add or remove physical network adapters bo this distributed swilch.

B As5ign uplink 0 View settings
HoasPhyiical Nataonk Aslssters 14 s Use by Swateh -] Uplink Pert Grou
Manage VMo mel network - 10218470 -
adapers = On this swilch
G Analyze impact il wmnicd (Assigned) vEwilchl Uplink 1 Mangement-DVLU plnis-
T Readyio compleie = On other switchas/unclaimead
[l wminict vSwilch) - =
il wminic2 vSwitch2 - -
il vmnic3 vEwilch2 - -
il vminic4 - -
il wminich - -
- 10218471
On this swilch
= On other switches/unclaimed
Wl vminic) vwitchi
il wminicl = =
il vminic2 - -
Al vmnicd
Back Mext Cancel
9. Repeat this step for vmnic1-3, assigning them to uplinks 2-4 in corresponding sequence.
10. Repeat these assignments for all additional ESXi hosts being configured.
([} Acd amd Manage Hosts )
+ 1 Selectiask Manage piysical daph
- EDT I Add or rmgvs physical netuork adapters bo this distribated swikch
s T S B 4ssignuplink o Resel changes Jf View seltngs
WA g [etvps ] Pe hivcerk
adispiers HeatPrysecal Mt Ldagters L in Use by Swetet U Uyl Peve Gy
Manage WS i hwcek = 10218470 "
Adapiers - O ihis swilch
¢ Ay bnpoct il vminicd {Assigned) vSwilch) Updinic 1 Mangsengnt- DU plinics-
T Ready D compls i Wl vminic] [AsSigred) vEwilchD Lipliniic 2 angurianil-DiU plhri -
il vmnic {Assigrad] vawichg Lipdink 3 Mangsgmipnt- DV phnic-
il vminicd [Assigred) vSwich? Uipdenic 4 angersanil- DU phrke -
= n pthar switchas/unclasmed
il vmnicd -
i vmnics =
~ g 10218471
= On this swilch
Wl vminicd (Agsigred) vSwilchi Lipdini 1 Mangserrunt: DV phnics.
il vmnic! (Assigred) Updink 2 Wangeenent-DVL plnks-
Wl vmnics (Assigred) Updinkc 3 Mangament LU pinks.
[ e (Assigrad) - Updini 4 Mangeenent-DVUpinks-
» (n gthar switches/unclaimed .
Back Hext Cancel

11. Click Next.
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(1} Add and Manage Hosts

g Wilemal network adagers

¥ 1 Selciwask
Managa and &55ign Wikemed netvork adaplens i the daiibuled 8wikh

w3 Selcihosts

w3 Selectnetwork adapier tasks A Vikamal natwonc adacters
Salect a destination port groug 1o migrate them

o1 [Ped WeBITNNG Sx0n mighl KiSe nebydrk (onnaClnly whiass My are mgrated 10 he dinBubdd swich

v g Manage physkcal nebwork
adaphers
dapiers Ak VW oerra Hateese Adagriern 1 o U by St fourca ot o Catnaton o Gz
fandhye ! 'ﬂ 10.2.164.70
THEr O s swwiich
= Oy oled &wilichad
¥ vmid vEwichi)
- 1021847
Qn Tils. $wilch
= O offver pwilches

Management Network Dio nofl migrate

) il vEwibchi) Managemant Natwork Di oo it

Back Haxt Cancel

12. Select the vmkO of the first host and click the Assign port group option.

Assign destination port group

Show all columns

Mame
& |B-Mgmt
& VMotion

| @ Filter -

2items [£3Copy~

i (o Finc -

OK || cancel ]

13. Select the IB-Mgmt destination port group and click OK.

14. Repeat this step for all additional hosts being configured.
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([} Add and Mansge Hosts 7
W 1 Selkedisk Manage Whlloeme] nefvork adapilers

Manage and assign Wwikerngl network adaplers 1o the disbuted swilch
» 2 Selecihosi

w3 Seledd network adapler ks dv VMEBmS natwork adaphers wah e warmeng 5ign might kse retwenk connecivity Uniass They are megrated 10 the distibuted saich

v g4 Manage physical network Salect a desbnalion porl growp bo migrabe Hem

SlAETS
. Manage VWisrme| e bwork o AEEIN part group @ Verw selings
i Analyme Impact = 1§ 10218470

Raly b + On this Swilch

W vmi (Reas s igned) wSwitchi MEnEgemant Metwors 1B-Mgmt
= (O or Swrilciuns
= 'u 10216471

- O thid dwileh
) vmid (Reassigned) ¥Switchi Managemant Metwor 18R
= O oW S Wil

Back Haxi Cancel
15. Click Next.
16. Click Next past Analyze impact.
[Z> Add and Manage Hosts (?)
+ 1 Selecttask Ready o complete
Review your settings selections before finishing the wizard.
+ 2 Selecthosts
" 3 Selectnetwork adapter tasks Number of managed hosts
+ 4 Manage physical network -
4 adapters Hosts to add: 2
v 5 Manage VMkemel network Number of network adapters for update
adapters Physical network adapters: 8
+~/ & Analyze impact Reassigned VMkernel network 2
adapters:
4 7 Readyto complete
Back Finish Cancel

17. Review the settings and click Finish to apply.

18. Within the Networking tab of the Navigator window, right-click the App-DSwitch vDS and select Add and
Manage Hosts...
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Navigator X || = AppDSwitch | 2 & [ #2 gz | {ShActons - =v
|I| Getling Started Summary Monitor Configure  Permissions  Poris | Hosts | VMs  MNetworks
¥ @8 8| a| )
t
~ [[Z) FSV-VCSA-1 flashstack.cisco.com osts
w [Iq FlashStack-VSI = o
€3 VM Network -
AppDSwilch Mame State Status Cluster
L] !l PR
(&= Actions - App-DSwitch This list iz empty.
Distributed Port Group 3
2 fp Add and Manage Hosts...
= 4R Migrate VMs to Another Network...
- o= Infi Upgrade 3
ettings »
&  Sett
z Move To...
Rename....
Tags & Custom Attributes »
Alarms »
¥ Delete

I I 0 Objects

19. Leave Add hosts selected and click Next.

[» Add and Manage Hosts (7)

1 Selecttask Select task

Select a task to perform on this distributed switch.

2 Selecthosts

3 Selectnetwork adapter tasks (=) Add hosts

Manage physical network Add new hosts to this distributed switch.

adapters () Manage host networking
5 Manage ViMkemel network Manage networking of hosts attached to this distributed swiich.
~ adapters

) _ (_) Remowe hosts
& Analyze impact Remove hosts from this distributed switch.
7 Readyto complete
() Add hostand manage host networking (advanced)
Add new hosts and manage networking of hosts already attached to this distributed switch. Usze
this option to unify the network configuration of new and existing hosts.

Next Cancel

20. Click the green + icon next to New hosts..
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[[> Add and Manage Hosts (?)

" 1 Selecttask Selecthosts

Select hosts to add to this distributed switch.
2 Selecthosts

Select network adapter tasks

(>

o New hosts...
Host Host Status

This list is empty.

Manage physical network
adapters

Manage VMkemel network
adapters

S

w

=1

Analyze impact

bl

Ready to complete

Configure identical network settings on multiple hosts {template maode). (i ]

Back Next Cancel

21, In the Select new hosts pop-up that appears, select the hosts to be added, and click OK to begin joining them
to the vDS.

Select new hosts (x)

i) Incompatible Hosts Q, Filter -

Host Host State Cluster
& [ 10.2184.70 Connected [ Production
¥ g 10.2.164.71 Connected [ Production

M (Q Finc - 6 items [ Copy~

QK Cancel

22. Click Next.
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[> Add and Manage Hosts (7)
« 1 Selecttask Select hosts
Select hosts to add to this distributed switch.
2 Selecthosts
3 Selectnetwork adapter tasks + New hosts
Manage physical network
4 r;clgptg?sm-sm networ o S
= Manage VMkemel network (New) 10.2.164.70 Connected
IELEE (New) 10.2.164.71 Connected
6 Analyze impact
7 Readyto complete
|:| Configure identical network settings on multiple hosts (template mode). (i ]
Back Next Cancel
23. Leave Manage physical adapters selected and unselect Manage VMkernel adapters.
[[Z> Add and Manage Hosts (?)
+ 1 Selecttask Select network adapter tasks
Selectthe network adapter tasks to perform.
v 2 Selecthosts
3 Select network adapter tasks E Manage physical adapters
Manage physical network Add physical network adapters to the distributed switch, assign them to uplinks, or remove existing
adapters ones.
5 Analyze impact [] Manage VNkemel adapters
& Readyto complete Add or migrate VMkernel network adapters to this distributed switch, assign them to distributed port
: groups, configure VMkernel adapter settings, or remove existing ones.
|:| Migrate virtual machine networking
Migrate VM network adapters by assigning them to distributed port groups on the disfributed
switch.
Sample distributed switch
VMkernel port group Uplink port group Mdanelge physical
¥ VMkernel ports v Uplink adaplers
[ vmik [ vminic !
VM port group
v Virtual Machines
G vm o
Back Next Cancel

24. Click Next.

190




VMware vSphere Deployment

25. Select vmnic4 from the Host/Physical Network Adapters column and click the Assign uplink option.

Uplink 2

(Auto-assign)

26. Leave Uplink 1 selected and click OK.

Manage physical nebwork adapiens
Add or remove physical network adaplers b this distributed switch.

1 Seleciiask
W 2 Selechosts
w3 Select network adapier Baks

Manape physical e work

- adapiers gt Phymical Mahaork Adapien
= f 1w21saTo
= On Ehiz swilch
Wl vmnicd (Assigned)
= On othes swichesianclaimed
il vmnicO
i vmct
Bl vmnic2
W vmnicd
s
v'ﬁ 102 16471
0n this swilch
= On other switchea/unclaimed
Bl vminicd
Al vmnict
W vmmic?
M vmmizl

5 Analye impact
6 Ready o compleie

1 i e by Gwich

Infra-DSaitch
Infra-DSwitch
Infra-Dwitch

Infra-DeSwitch
Infra-D&witch
Infra-DrSwitch
Infra-DSwilch

Liplink Port Geoup
App-DSwitch-DAVUplink
Finish | Cancst
) |
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27. Repeat this step for vmnich, assigning it to uplink 2, then perform these same steps for vmnic4 and vmnich for
all remaining ESXi hosts to be configured.

[ Add and Manage Hosts 3
W 1 Selecttask Manage physical network adaplens
Add or remowe privsical nabwork adaphars bo i dsinibuted swikth
2 Salecthoss
R el ‘.—'ﬁ:lgr uplink @™ Resed changas ﬂ Wiew settngs
Fl Manage physical nehvor
imm[‘ Head Pirecal Nedeork Adapien 1 & 15 Uss by Sweilich Uil Ugink Port Grous
5 Amalyn mpact - 'ﬁ 1002 164.70 -
~ " kel = On this swilch
3 [Fa iy 0 Cowm pler i
I vmnicd (Aszgned - Uiparic 1 App-DSwitch-DVUplink
W vmekS (Assgned) = Upinks 2 App-DSwitch-DVUplink
= O other swilchesunclamed
M vmnicd Inéra-DiSwitch
it Infra=DiSwiich
Wl i Infra-Digwalich
i Infra-DiEwatch
- ‘ﬁ 102 16471
= On this swilch
I vmeicd (Assignad) = Upplink 1 App-DSwilch-DVUglink
i vmnich (Asssgnad) - Wipric App-DSwiich-DVUglink .
= 00 plfer swichees/unclaimed
M mnich Infra=DiSwilch
A vmnict Infra-DiSwilich
Back Hexl Cancel
28. Click Next.

29. Click Next past Analyze impact.

)

[[> Add and Manage Hosts

Readyto complete
Review your settings selections before finishing the wizard.

v 1 Selecttask

Number of network adapters for update

v 2 Selecthosts
" 3 Selectnetwork adapter tasks Number of managed hosts
v Manage physical network .
4 adapters Hosts to add: 2
v

5 Analyze impact

Y4 6 Readyto complete

Physical network adapters: 4

Back Finish Cancel

30. Review the settings and click Finish to apply.

Create vMotion VMkernel adapters

A vMotion VMkernel adapter will be created for FlashStack infrastructure to keep vMotion traffic independent of
management traffic. To create the vMotion VMkernel adapters, follow these steps:

1. From the Hosts and Clusters, drill down to the first host and select the Configure tab for that host.
2. Select the VMkernel adapters option within the Networking section of Configure.
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Navigator X| R1oz216471 | B #, [ Iy (B | EhAcions ~

|Z| Summary Monitor | Configure | Permissions VMs Datastores Networks Update Manager

@ ‘ LEI a @ “

VMkemel adapiers
- _,_1 FSV-VCSA-1 flashstack cisco.com

+ [y FlashStack-vs] ’ Sm"’“e_ “lele m- (q Fitter -
~ [} Production ML Device Network Labe Switch IF Address
@10'2'164'53 SIS RIS vmki | @ iScsiBootPG it iscsiBootvSwitch 192.168.101.3
l;::gil:jsa vmk2 | @ VMKernelSCSI-B I vswitch1 192.168.102.22
10215”1 Physical adamers. vmkD | 2 IB-Mgmt &= Infra-DSwitch 10.2.184.71
ﬁ' 10.2.164.72 TCP/IP configuration
3. Click the first icon under VMkernel adapters to Add host networking.
4. Leave the connection type selected as VMkernel Network Adapter and click Next.
5. Select Browse with Select an existing network selected.
Select Network (x)
Show all columns
e (e Filter -
Mams Distributed Switch
& App-1301 App-DSwitch
& App-1302 App-DSwitch
& App-1303 App-DSwitch
& 1B-Mgmi Infra-DSwitch
& vMotion Infra-DSwitch
L (q Finc - 5items [{3Copy~
OK l [ Cancel l

6. Pick the vMotion network from the list shown and click OK.
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[ 10.2.164.71 - Add Networking (7)
+ 1 Selectconnection type Select target device
Select a target device for the new connection.
2 Selecttarget device
3 Connection setings ») Selectan existing network
3a Portproperties | Browse... |
3b IPv4 settings n
(_) Selectan existing standard switch
4 Readyto complete
() New standard switch
Back Next Cancel
7. Click Next.
[ 10.2.164.71 - Add Networking (Z) »
+ 1 Select connection type Port properties
Specify Wkernel port settings.
" 2 Selecttargetdevice
3 Connection setfings VNkemel port settings
3a Port properties
MNetwork label:
3b |Pvd settings :
4 Readyto complete IP settings: |u|
TCRIIP stack: | Default -] @
Available senvices
Enabled services: [ wMotion
[] Provisioning
|:| Fault Tolerance logging
[ Management
[ vSphere Replication
[] vSphere Replication NFC
[JvsAN
Back Next Cancel

8. Select the vMotion from the Available services and click Next.

194




VMware vSphere Deployment

[ 10.2.164.71 - Add Networking ON

1 Selectconnection type IPv4 settings
Specify VWkernel IPvd settings.
" 2 Selecttargetdevice

3 Connection seftings () Obtain IPv4 settings automatically

v 3a Port properties (») Use static IPv4 settings

D P SECTTS IPv4 address: 102 168 . 130 . 72

& [ ETEE Subnet mask: 255 .255 . 255 . 0

Default gateway: [] Override default gateway for this adapter

DNS server addresses:

Back Next Cancel

9. Provide and IP address and subnet mask within the vMotion network. Click Next.

[ 10.2.164.71 - Add Networking @ »

+ 1 Selectconnection type Readyfo complete
Review your settings selections before finishing the wizard.
v 2 Selecttargetdevice

3 Connection seffings Distributed port group: vMotion
v 3a Port properties Distributed switch: Infra-DSwitch
v 3D IPvA seffings TCP/IP stack: Default
vMotion: Enabled
‘/ Provisioning: Dizabled
Fault Tolerance logging: Dizablad
Management: Dizabled
vSphere Replication: Disabled
vSphere Replication NFC: Disabled
VSAN: Disabled
IPvd settings
IPvd address: 192.168.130.72 (static)
Subnet mask: 255.255.255.0

Back Finish Cancel

10. Review the settings and click Finish to create the VMkernel adapter.

11. Select the newly created vMotion VMkernel adapter.

195



VMware vSphere Deployment

il
I<

Navigator X [ 10216471 | B B [ [1n B | {ghActions ~
|Z| Summary Monitor | Configure | Permissions VMs  Datastores Networks Update Manager
8
@ | @I @ “" VMkemel adapters
w [5] FSV-VCSA-1 flashstack cisco.com
[ FlashStack-Vs] — 9 al71x o (a_Fitter
~ [ Production ~ Networking Device Network Labe Switch
10216468 Virtual switches vmki | . iScsiBootPG it iScsiBootvSwitch
7, 10.2.164.60 §
%10 > 1aa0 e vmk2 @ VMKemeliSCSIB it vSwitcht
e Pnysical adapters [ vmik0 IB-Mgmt Infra-DSwitch
| 10216471 . _ & BN & '
10215472 TCP/IP configuration . vmk3 2 vMotion = Infra-DSwitch
[10.2.164.73 Advanced

IP Address
192.168.101.3
192.168.102.22
10.2.164.71
192.168.130.72

12. Click the pencil icon to Edit settings for the VMkernel adapter.

13. Select the NIC Settings option and change the MTU from 1500 to 9000.

vimk3 - Edit Settings

Port properties

NIC setiings

IPv4 setfings

MTU: | 2000| %'

IPvG setfings

Analyze impact

14. Click OK to save the changes.

15. Repeat steps 1-14 to create and adjust vMotion VMkernel adapters for each additional ESXi host.
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Sample Switch Configuration
switchname AA12-9336C-A

vdc AA12-9336C-A id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum 0 maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource ubroute-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58

limit-resource mé6route-mem minimum 8 maximum 8

cfs eth distribute
feature interface-vlan
feature lacp

feature vpc

feature 1ldp

ssh key rsa 2048

ip domain-lookup

system default switchport

copp profile strict

rmon event 1 description FATAL(l) owner PMONQ@FATAL

rmon event 2 description CRITICAL(2) owner PMON@CRITICAL
rmon event 3 description ERROR(3) owner PMON@ERROR

rmon event 4 description WARNING (4) owner PMON@WARNING
rmon event 5 description INFORMATION (5) owner PMON@INFO

ntp server 172.26.163.254 use-vrf default

vlan 1,15,215,1130,1301-1303
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vlan 15

name pure-oob
vlan 215

name Management
vlan 1130

name vMotion
vlan 1301

name VM-Apps-1
vlan 1302

name VM-Apps-2
vlan 1303

name VM-Apps-3

vrf context management
ip route 0.0.0.0/0 10.2.164.254
vpc domain 10

peer-keepalive destination 10.2.164.91

interface port-channell36
switchport mode trunk
switchport trunk allowed vlan 15,215,1130,1301-1303
mtu 9216

vpc 136

interface port-channell33
switchport mode trunk
spanning-tree port type network

vpc peer-1link

interface port-channell29
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switchport mode trunk

switchport trunk allowed vlan 215, 1130,1301-1303

spanning-tree port type edge trunk

mtu 9216

vpc 129

interface port-channell30

switchport mode trunk

switchport trunk allowed vlan 215,1130,1301-1303

spanning-tree port type edge trunk

mtu 9216

vpc 130

interface Ethernetl/1

interface Ethernetl/2

interface Ethernetl/3

interface Ethernetl/4

interface Ethernetl/5

interface Ethernetl/6

interface Ethernetl/7

interface Ethernetl/8

interface Ethernetl/9

interface Ethernetl/10
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interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

Ethernetl/11

Ethernetl/12

Ethernetl1/13

Ethernetl/14

Ethernetl/15

Ethernetl/16

Ethernetl/17

Ethernetl/18

Ethernetl/19

Ethernetl/20

Ethernetl/21

Ethernetl/22

Ethernetl/23

Ethernetl/24

Ethernetl/25

Ethernetl/26
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interface Ethernetl/27

interface Ethernetl/28

interface Ethernetl/29
description FSV-UCS-FI-A
switchport mode trunk
switchport trunk allowed vlan 215,1130,1301-1303
spanning-tree port type edge trunk
mtu 9216

channel-group 129 mode active

interface Ethernetl/30
description FSV-UCS-FI-B
switchport mode trunk
switchport trunk allowed vlan 215,1130,1301-1303
mtu 9216

channel-group 130 mode active

interface Ethernetl/31

interface Ethernetl/32

interface Ethernetl/33

switchport mode trunk

channel-group 133 mode active

interface Ethernetl/34

switchport mode trunk

channel-group 133 mode active
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interface Ethernetl/35

interface Ethernetl/36
switchport mode trunk
switchport trunk allowed vlan 15,115,215,1130,1301-1303
mtu 9216

channel-group 136 mode active

interface mgmtO

vrf member management

ip address 10.2.164.90/24
line console
line vty

no system default switchport shutdown
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