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VWhat's New

"What's New" is a running history of new features, as they have been added to different releases of Workload Optimization
Manager.

Version 3.6.3

Parking Actions for Cloud VMs

This release introduces 'parking' actions for VMs in the public cloud to help you reduce your cloud expenses. With
these actions, you can stop VMs for a period of time and then start them when you need them. You can enforce parking
actions on demand or according to a schedule.

For details, see Park: Stop or Start Cloud Resources (on page 428).
Support for Microsoft Customer Agreement Accounts

The Azure Billing target now supports Microsoft Customer Agreement accounts. When you add an Azure Billing target
and specify the Billing Account ID for an account, Workload Optimization Manager discovers pricing for the workloads
billed under that account, and then uses pricing information when recommending actions for workloads.

For details, see "Azure Billing" in the Target Configuration Guide.
Enforcement of Security Context Constraints (SCCs) for Pod Move Actions

Red Hat OpenShift uses SCCs to control permissions for pods. When executing pod move actions, Workload
Optimization Manager now carries over the user-level SCCs of a pod to its new node. This prevents privilege escalation
issues that occur when pods run with admin-level SCCs in their new nodes.

For details, see Pod Move Actions (on page 167).
Temporary Increases in Namespace Quotas

When a namespace has a defined quota and a Workload Controller in the namespace requires a resize, Workload
Optimization Manager now increases the quota temporarily to ensure that the execution of the resize action complies
with your rolling updates strategy.

For details, see Namespace Actions (on page 175).
New Operator Lifecycle Management (OLM) Feature

The new OLM feature automatically upgrades the Workload Optimization Manager client operator for customers utilizing
the SaaS secure connector for hybrid support to provide a better SaaS experience with seamless access to new probe
functionality, and reduced maintenance of SaaS client deployments.

VMware vCenter 8.0 Support

This release introduces support for VMware vCenter version 8.0. To submit Ideas for specific vCenter 8.0 features that
Workload Optimization Manager should consider, use the Cisco Ideas Portal.

Cisco Systems, Inc. www.cisco.com
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What's New

Version 3.6.2

= New View of the Target Configuration Page

This release introduces a new view of the Target Configuration page to help you manage targets with ease. This new
view includes the following improvements:

— The page lists your targets in a sortable table and provides a new target editing experience.

— For some targets, the page shows stages of validation and discovery, as well as any errors to help with
troubleshooting.

NOTE:
Search and filter features will be introduced in the future.

Try the new view by navigating to Settings > Target Configuration and turning on New View at the top-right section of
the page.

For details, see Configuring Targets (on page 33).
= Declarative Policy Configuration for Kubernetes Services

This release introduces a declarative approach to creating and managing policies for horizontally scalable Kubernetes
services. These policies adjust the number of pod replicas that back those Services to help you meet Service Level
Objectives (SLOs) for your applications.

With this new approach, application owners who do not have access to the Workload Optimization Manager user
interface can now use Custom Resource (CR) files in a Kubernetes cluster to create and manage policies. The settings in
these policies are synced with Workload Optimization Manager every ten minutes to keep your environment up-to-date.

For details, see Actions for Kubernetes Services (on page 131).

Version 3.6.1
= Azure VM Memory Metrics Collection via REST API

Workload Optimization Manager now supports collecting host OS based (agentless) memory metrics for Azure VMs,
based on the REST API (Preview) recently made available by Azure. This mechanism is used as a fallback to collect VM
memory when other agent-based VM memory collection mechanisms are not configured. Azure Memory Source Groups
have been updated to better reflect the supported VM memory sources. For details, see "Memory Metrics Collection:
Azure" in the Target Configuration Guide.

Version 3.6.0

This quarterly release includes the following new features and improvements.

CONTAINER RESOURCE MANAGEMENT
= Migrate Container Workloads Plan

This release introduces a new plan type called Migrate Container Workloads. Run this plan to simulate the migration of
container workloads from one cluster to another. The plan compares results from a 'lift-and-shift only' scenario against
a Workload Optimization Manager optimized plan. The results further highlight the actions you need to take to maintain
and optimize workload performance in the new cluster.

For details, see Migrate Container Workloads Plan (on page 371).
= Node Reconfigure Actions

For Kubernetes environments, Workload Optimization Manager can now generate reconfigure actions to notify you of
nodes that are currently in the Not Ready state. After a node's condition is addressed, and the state changes to Ready,
Workload Optimization Manager can begin to monitor the health of the node and the associated container pods.

For details, see Node Reconfigure Actions (on page 184).
= Unknown Container Pods Visibility

When a node is in the Not Ready state, the associated container pods are in the Unknown state. These pods now
display with a gray color in the user interface to help you differentiate them from other pods. In addition, you can now
use the Unknown state as a container pod filter when you use Search or create groups.

Workload Optimization Manager 3.6.3 User Guide 9



What's New

= Improvements

Workload Optimization Manager now treats static pods as DaemonSets for the purpose of provisioning or
suspending nodes. A static pod provides a node with a specific capability, and is therefore controlled by the
node instead of the control plane.

- If a node to be provisioned requires a static pod, Workload Optimization Manager generates actions to
provision the node and the corresponding static pod.

- If the only workload type left on a node is a static pod, Workload Optimization Manager generates actions
to suspend the node and the corresponding static pod.

This release introduces the following memory usage optimizations for Kubeturbo to prevent out-of-memory
(OOM ) issues:

« Proactively trigger garbage collection by taking advantage of the new Garbage Collector mechanism
introduced in Go 1.19.

- Enable pagination for Kubernetes API calls to allow iterating over large result sets in chunks. Page size is
now dynamically calculated based on the cluster size and memory limit of Kubeturbo.

In earlier releases, default load balancers would timeout after 60 seconds if no activity was detected. This

posed a challenge for Kubeturbo since it sometimes took over a minute before a heartbeat was sent after
establishing a secure WebSocket communication with a server. Starting with this release, the Kubeturbo to server
communication heartbeat is now configured at 30 seconds.

CLOUD RESOURCE MANAGEMENT

= Azure App Service Optimization

Workload Optimization Manager can now recommend actions to scale your provisioned Azure App Service plans to
optimize application performance, or delete empty plans to reduce your cloud expenditure. For scale actions, Workload
Optimization Manager uses percentile calculations to measure application demand more accurately, and then picks the
instance type that can meet demand at the lowest possible cost.

For details, see "Support for Azure App Service" in the Target Configuration Guide.

ON-PREM RESOURCE MANAGEMENT

= Improvements

With the discovery of vCenter guest metrics now enabled by default, Workload Optimization Manager collects
VM memory usage data at the OS level (via VMware tools), which is more accurate than the active memory data
reported by the hypervisor. Customers may notice more frequent resize up vMem actions since the vMem usage
values reported by the OS are almost always higher than those reported by the hypervisor.

When Workload Optimization Manager discovers that a vCenter datastore is in maintenance mode, it will stop
recommending actions to move VM storage to that datastore.

USER INTERFACE MANAGEMENT
= New Entity Filters

The following filters are now available when you use Search or create groups.

Entity Filter

Virtual Machine Storage Cluster Name
Database Database Server Name
Container Pod State

10
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https://kubernetes.io/docs/tasks/configure-pod-container/static-pod/
https://tip.golang.org/doc/gc-guide#Memory_limit
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What's New

= Improvements
— The Multiple Resources chart now includes the "Last 60 Days" timeframe.

—  When a Workload Optimization Manager instance manages a large number of targets, it could take several
minutes for the Target Configuration page to load. With this improvement, the page now loads within seconds.

—  When a Workload Optimization Manager instance monitors a large number of cloud accounts and you set the
scope to your global cloud environment, it could take several minutes for the Top Accounts chart to load. With
this improvement, the chart now loads within seconds.

Workload Optimization Manager 3.6.3 User Guide 11



Product Overview

Thank you for choosing Workload Optimization Manager, the premier solution for Application Resource Management (ARM) of
cloud and virtual environments.

Application Resource Management is a top-down, application-driven approach that continuously analyzes applications'
resource needs and generates fully automatable actions to ensure applications always get what they need to perform. It runs
24/7/365 and scales with the largest, most complex environments.

To perform Application Resource Management, Workload Optimization Manager represents your environment holistically as a
supply chain of resource buyers and sellers, all working together to meet application demand. By empowering buyers (VMs,
instances, containers, and services) with a budget to seek the resources that applications need to perform, and sellers to price
their available resources (CPU, memory, storage, network) based on utilization in real-time, Workload Optimization Manager
keeps your environment within the desired state — operating conditions that achieve the following conflicting goals at the same
time:

= Assured application performance
Prevent bottlenecks, upsize containers/VMs, prioritize workload, and reduce storage latency.
= Efficient use of resources

Consolidate workloads to reduce infrastructure usage to the minimum, downsize containers, prevent sprawl, and use the
most economical cloud offerings.

Workload Optimization Manager is a containerized, microservices architected application running in a Kubernetes environment
(or within a VM) on your network or a public cloud VPC. You then assign services running on your network to be Workload
Optimization Manager targets. Workload Optimization Manager discovers the entities (physical devices, virtual components and
software components) that each target manages, and then performs analysis, anticipates risks to performance or efficiency, and
recommends actions you can take to avoid problems before they occur.

How Workload Optimization Manager Works

To keep your infrastructure in the desired state, Workload Optimization Manager performs Application Resource Management.
This is an ongoing process that solves the problem of assuring application performance while simultaneously achieving the most
efficient use of resources and respecting environment constraints to comply to business rules.

This is not a simple problem to solve. Application Resource Management has to consider many different resources and how
they are used in relation to each other, and numerous control points for each resource. As you grow your infrastructure, the
factors for each decision increase exponentially. On top of that, the environment is constantly changing — to stay in the desired
state, you are constantly trying to hit a moving target.

To perform Application Resource Management, Workload Optimization Manager models the environment as a market made up
of buyers and sellers. These buyers and sellers make up a supply chain that represents tiers of entities in your inventory. This
supply chain represents the flow of resources from the datacenter, through the physical tiers of your environment, into the virtual
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Product Overview

tier and out to the cloud. By managing relationships between these buyers and sellers, Workload Optimization Manager provides
closed-loop management of resources, from the datacenter, through to the application.

See Supply Chain of Entities (on page 42) for a visual layout of the buyer and seller relationships.

Workload Optimization Manager uses Virtual Currency to give a budget to buyers and assign cost to resources. This virtual
currency assigns value across all tiers of your environment, making it possible to compare the cost of application transactions
with the cost of space on a disk or physical space in a data center.

The price that a seller charges for a resource changes according to the seller’s supply. As demand increases, prices increase.
As prices change, buyers and sellers react. Buyers are free to look for other sellers that offer a better price, and sellers can
duplicate themselves (open new storefronts) to meet increasing demand. Workload Optimization Manager uses its Economic
Scheduling Engine to analyze the market and make these decisions. The effect is an invisible hand that dynamically guides your
IT infrastructure to the optimal use of resources.

To get the most out of Workload Optimization Manager, you should understand how it models your environment, the kind of
analysis it performs, and the desired state it works to achieve.

The Desired State

Del )
o Desired
Q0% - Acceptable Delay otate
—— Efficiency -

flax Utilization

Utilization

The goal of Application Resource Management is to assure performance while maintaining efficient use of resources. When
performance and efficiency are both maintained, the environment is in the desired state. You can measure performance as a
function of delay, where zero delay gives the ideal QoS for a given service. Efficient use of resources is a function of utilization
where 100% utilization of a resource is the ideal for the most efficient utilization.

If you plot delay and utilization, the result is a curve that shows a correlation between utilization and delay. Up to a point, as you
increase utilization, the increase in delay is slight. There comes a point on the curve where a slight increase in utilization results
in an unacceptable increase in delay. On the other hand, there is a point in the curve where a reduction in utilization doesn’t
yield a meaningful increase in QoS. The desired state lies within these points on the curve.

You could set a threshold to post an alert whenever the upper limit is crossed. In that case, you would never react to a problem
until delay has already become unacceptable. To avoid that late reaction you could set the threshold to post an alert before
the upper limit is crossed. In that case, you guarantee QoS at the cost of over-provisioning — you increase operating costs and
never achieve efficient utilization.

Instead of responding after a threshold is crossed, Workload Optimization Manager analyzes the operating conditions and
constantly recommends actions to keep the entire environment within the desired state. If you execute these actions (or
let Workload Optimization Manager execute them for you), the environment will maintain operating conditions that assure
performance for your customers, while ensuring the lowest possible cost thanks to efficient utilization of your resources.

The Market and Virtual Currency

To perform Application Resource Management, Workload Optimization Manager models the environment as a market, and uses
market analysis to manage resource supply and demand. For example, bottlenecks form when local workload demand exceeds
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the local capacity — in other words, when demand exceeds supply. By modeling the environment as a market, Workload
Optimization Manager can use economic solutions to efficiently redistribute the demand or increase the supply.

Workload Optimization Manager uses two sets of abstraction to model the environment:

i

Fl

—————

-

Modeling the physical and virtual IT stack as a service supply chain

The supply chain models your environment as a set of managed entities. These include applications, VMs, hosts,
storage, containers, availability zones (cloud), and data centers. Every entity is a buyer, a seller, or both. A host machine
buys physical space, power, and cooling from a data center. The host sells resources such as CPU cycles and memory
to VMs. In turn, VMs buy host services, and then sell their resources (VMem and VCPU) to containers, which then sell
resources to applications.

See Supply Chain of Entities (on page 42) for a visual layout of the buyer and seller relationships.

Using virtual currency to represent delay or QoS degradation, and to manage the supply and demand of services along
the modeled supply chain

The system uses virtual currency to value these buy/sell transactions. Each managed entity has a running budget —
the entity adds to its budget by providing resources to consumers, and the entity draws from its budget to pay for the
resources it consumes. The price of a resource is driven by its utilization — the more demand for a resource, the higher
its price.
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These abstractions open the whole spectrum of the environment to a single mode of analysis — market analysis. Resources
and services can be priced to reflect changes in supply and demand, and pricing can drive resource allocation decisions. For
example, a bottleneck (excess demand over supply) results in rising prices for the given resource. Applications competing for
the same resource can lower their costs by shifting their workloads to other resource suppliers. As a result, utilization for that
resource evens out across the environment and the bottleneck is resolved.
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Risk Index

Workload Optimization Manager tracks prices for resources in terms of the Risk Index. The higher this index for a resource, the
more heavily the resource is utilized, the greater the delay for consumers of that resource, and the greater the risk to your QoS.
Workload Optimization Manager constantly works to keep the Risk Index within acceptable bounds.

You can think of Risk Index as the cost for a resource — Workload Optimization Manager works to keep the cost at a competitive
level. This is not simply a matter of responding to threshold conditions. Workload Optimization Manager analyzes the full range
of buyer/seller relationships, and each buyer constantly seeks out the most economical transaction that is available.

This last point is crucial to understanding Workload Optimization Manager. The virtual environment is dynamic, with constant
changes to workload that correspond with the varying requests your customers make of your applications and services. By
examining each buyer/seller relationship, Workload Optimization Manager arrives at the optimal workload distribution for the
current state of the environment. In this way, it constantly drives your environment toward the desired state.

NOTE:

The default Workload Optimization Manager configuration is ready to use in many environments. However, you can fine-
tune the configuration to address special services and resources in your environment. Workload Optimization Manager
provides a full range of policies that you can set to control how the software manages specific groups of entities. Before
you make such policy changes, you should understand default Workload Optimization Manager operation. For more
information about policies, see Working With Policies (on page 87).

The Workload Optimization Manager Supply Chain

Workload Optimization Manager models your environment as a market of buyers and sellers. It discovers different types of
entities in your environment via the targets you have added, and then maps these entities to the supply chain to manage the
workloads they support. For example, for a hypervisor target, Workload Optimization Manager discovers VMs, the hosts and
datastores that provide resources to the VMs, and the applications that use VM resources. For a Kubernetes target, it discovers
services, namespaces, containers, container pods, and nodes. The entities in your environment form a chain of supply and
demand where some entities provide resources while others consume the supplied resources. Workload Optimization Manager
stitches these entities together, for example, by connecting the discovered Kubernetes nodes with the discovered VMs in
vCenter.

For information about specific members of the supply chain, see Supply Chain of Entities (on page 42).

Supply Chain Terminology

Cisco introduces specific terms to express IT resources and utilization in terms of supply and demand. These terms are largely
intuitive, but you should understand how they relate to the issues and activities that are common for IT management.

Term: Definition:

Commodity The basic building block of Workload Optimization Manager supply and demand. All the re-
sources that Workload Optimization Manager monitors are commodities. For example, the CPU
capacity or memory that a host can provide are commodities. Workload Optimization Manager
can also represent clusters and segments as commodities.

When the user interface shows commodities, it's showing the resources a service provides.
When the interface shows commodities bought, it’'s showing what that service consumes.

Composed Of The resources or commodities that make up the given service. For example, in the user inter-
face you might see that a certain VM is composed of commodities such as one or more physi-
cal CPUs, an Ethernet interface, and physical memory.

Contrast Composed Of with Consumes, where consumption refers to the commodities the VM
has bought. Also contrast Composed Of with the commodities a service offers for sale. A host
might include four CPUs in its composition, but it offers CPU Cycles as a single commodity.
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Term: Definition:

Consumes The services and commodities a service has bought. A service consumes other commodities.
For example, a VM consumes the commodities offered by a host, and an application consumes
commodities from one or more VMs. In the user interface you can explore the services that
provide the commodities the current service consumes.

Entity A buyer or seller in the market. For example, a VM or a datastore is an entity.

Environment The totality of data center, network, host, storage, VM, and application resources that you are
monitoring.

Inventory The list of all entities in your environment.

Risk Index A measure of the risk to Quality of Service (QoS) that a consumer will experience. The higher

the Risk Index on a provider, the more risk to QoS for any consumer of that provider’s services.

For example, a host provides resources to one or more VMs. The higher the Risk Index on the
provider, the more likely that the VMs will experience QoS degradation.

In most cases, for optimal operation the Risk Index on a provider should not go into double
digits.

Workload Optimization Manager Targets

You can assign instances of the following technologies as Workload Optimization Manager targets.
= Applications and Databases
— Apache Tomcat 7.x, 8.x, and 8.5.x
— AppDynamics 4.1+
— Applnsights
— Dynatrace 1.1+
— IBM WebSphere Application Server 8.5+
— Instana, release-209 or later
— JBoss Application Server 6.3+
- JVM 6.0+
— Microsoft SQL Server 2012, 2014, 2016, 2017, and 2019
— MySQL 5.6.x and 5.7.x
—  NewRelic
— Oracle 11g R2, 12c, 18c, and 19c
— Oracle WebLogic 12c
= Cloud Native
— Kubernetes, including any compliant k8s distribution (Rancher, Tanzu, open source, etc.)
— Cloud-hosted k8s services (AKS, EKS, GKE, IBM, Cisco IKS, ROKS, ROSA, etc.)
— Red Hat OpenShift 3.11 and higher (OCP 4.x)
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Fabric and Network
— Cisco UCS Manager 3.1+
— HPE OneView 3.00.04
Guest OS Processes
— SNMP
—  WMI: Windows versions 8 / 8.1, 10, 2008 R2, 2012 / 2012 R2, 2016, 2019 and 7
Hyperconverged
— Cisco HyperFlex 3.5
— Nutanix Community Edition
—  VMware vSAN
Hypervisors
— Microsoft Hyper-V 2008 R2, Hyper-V 2012/2012 R2, Hyper-V 2016, Hyper-V 2019
— VMware vCenter 7.0 and 8.0
Orchestrator
— ActionScript
— Flexera One
—  ServiceNow
Private Cloud

—  Microsoft System Center 2012/2012 R2 Virtual Machine Manager, System Center 2016 Virtual Machine Manager,
and System Center Virtual Machine Manager 2019

Public Cloud
— Amazon AWS
- Amazon AWS Billing
— Google Cloud Platform (GCP)
- GCP Billing
—  Microsoft Azure Service Principal
—  Azure Billing
—  Microsoft Enterprise Agreement
Storage
— EMC ScalelO 2.x and 3.x
- EMC VMAX using SMI-S 8.1+
EMC VPLEX Local Architecture with 1:1 mapping of virtual volumes and LUNs
— EMC XtremlO XMS 4.0+
— HPE 3PAR InForm OS 3.2.2+, 3PAR SMI-S, 3PAR WSAPI
—  IBM FlashSystem running on Spectrum Virtualize 8.3.1.2 or later (8.4.2.0 or later recommended)
—  NetApp Cluster Mode using ONTAP 8.0+ (excluding AFF and SolidFire)
—  Pure Storage F-series and M-series arrays

Virtual Desktop Infrastructure
- VMware Horizon
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Resource Descriptions

To perform intelligent workload balancing, Workload Optimization Manager collects raw data from its target servers -
hypervisors, cloud management stacks, public cloud accounts, etc. Workload Optimization Manager polls its targets at 10-
minute intervals to collect the latest data samples. It then uses these 10-minute data points for analysis and to display data in
the GUI.

The way Workload Optimization Manager collects host memory data from vCenter Server illustrates how this works. vCenter
Server collects peak metrics from its managed VMs at 20-second intervals. Every ten minutes Workload Optimization Manager
polls vCenter Server to collect its last round of data samples (30 samples in 10 minutes). To track a VM's utilization of host
memory, Workload Optimization Manager requests memory.active data samples from vCenter. From that polling, Workload
Optimization Manager can track:

= Peak Memory Utilization - Workload Optimization Manager uses the greatest value in each polling sample. This gives the
highest percentage of active memory utilization for the selected VM (or group of VMs), calculated over the selected time
period. For a maximum value, Workload Optimization Manager uses the highest observed active memory value in the
data sample.

= Average Memory Utilization - Workload Optimization Manager averages all the values in each polling sample.

NOTE:

The above example describes utilization calculations for on-prem entities. For workloads on the public cloud, Workload
Optimization Manager includes the Aggressiveness and Max Observation Period settings to calculate a percentile

of utilization. By using a percentile, Workload Optimization Manager can recommend more relevant actions to take
advantage of elasticity on the public cloud.

The following table lists the metrics Workload Optimization Manager collects, and includes details about how they are collected
or measured. When the Workload Optimization Manager user interface plots charts of clusters or groups of devices, these
charts show the average of the percentage of allocated resources that are used.

Resource: Description:

1- 2- 4-CPU Rdy Wait time in the ready queue on the host, measured in ms. Workload Optimization Manager
monitors 1-CPU, 2-CPU, 4-CPU, up to 32-CPU ready queues on hosts. Charts show 1 - 4
CPU values. The charts show the percentage allocated ready queue capacity that is in use on
the host. For host charts, this is a measure of the total ready queue wait time for all the VMs
running on that host.

Balloon Ballooning capacity on the PM, measured in KBytes. This capacity is the greater of:
= 65% of the VMem configured for all powered-on VMs that the PM hosts
= The physical memory capacity of the PM

Charts show the percentage of the PM’s ballooning capacity that is in use.

Buffer For network environments that support buffered switch ports (Arista networks), this resource
measures utilization of a port buffer. For example, if a host connects to the network through
port 1 on a switch, and that port has enough traffic to cause packet buffering, this resource will
show utilization.

Connection Connection is the measurement of Database Server connections utilized by applications.

Workload Optimization Manager collects connection data from Database Servers discovered
via Databases, APM, and Cloud targets. When you set the scope to one or several Database
Servers, the data that Workload Optimization Manager collected displays in the Connection
chart.

For details, see Connection Chart (on page 463).
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Resource: Description:

Cooling Allocated cooling indicates the highest acceptable running temperature for a physical device,
such as a chassis in a compute fabric.

CPU Host CPU capacity, measured in MHz. This shows what percentage of CPU cycles are devoted

to processing instructions.
= Host charts show the percentage of the host’s CPU capacity that is in use.

= VM charts show the percentage of the host’s CPU capacity that is consumed by the
given VM.

DB Cache Hit Rate

DB cache hit rate is the measurement of Database Server accesses that result in cache hits,
measured as a percentage of hits versus total attempts. A high cache hit rate indicates effi-
ciency.

Workload Optimization Manager collects cache hit rate data from Database Servers discovered
via Databases, APM, and Cloud targets. When you set the scope to one or several Database
Servers, the data that Workload Optimization Manager collected displays in the DB Cache Hit
Rate chart.

For details, see DB Cache Hit Rate Chart (on page 464).

Database Memory (DB-
Mem)

Database memory (or DBMem) is the measurement of memory utilized by a Database Server.

Workload Optimization Manager collects memory data from Database Servers discovered via
Databases and APM targets. When you set the scope to one or several Database Servers, the
data that Workload Optimization Manager collected displays in the DB Memory chart.

For details, see DB Memory Chart (on page 466).

FlowO — InProvider Flow

For measuring network flow, the flow that is within a single provider — For example, the net-
work flow between VMs that are hosted by the same physical machine. This measures network
flow between consumers that are on the same set of closely connected providers. Charts show
the percentage of capacity that is utilized. Note that Workload Optimization Manager assumes
an unlimited supply of InProvider Flow because this flow does not go across the physical net-
work.

Flow1 — InDPOD Flow

For measuring network flow, the flow that is local to the given DPOD. This measures network
flow between consumers that are on the same set of closely connected providers. Charts show
the percentage of capacity that is utilized.

Flow2 — CrossDPOD Flow

For measuring network flow, the flow that is between different DPODs. This measures network
flow between consumers that are on different sets of closely connected providers. Charts show
the percentage of capacity that is utilized.

Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.

Workload Optimization Manager collects heap data from Application Components discovered
via Applications and APM targets. When you set the scope to one or several Application Com-
ponents, the data that Workload Optimization Manager collected displays in the Heap chart.

For details, see Heap Chart (on page 467).

HotStorage

For Nutanix platforms, the storage capacity on the server-attached flash.
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Resource: Description:
10 Data rate through the host’s IO adapter, measured in KBytes/sec.
= Datacenter charts show the average percentage of the host IO capacity that is in use,
for all the hosts in the datacenter.
= Host charts show the percentage of the host’s total 10 capacity that is in use.

IOPS See 'Storage access'.

Latency Allocated capacity for latency on a datastore. This measures the latency experienced by all
VMs and hosts that access the datastore. Charts show the percentage of allocated latency that
is in use on the datastore.

Mem Host memory, measured in Kbytes.

= Host charts show the percentage of the host’s memory that is in use.
= VM charts show the percentage of the host’s memory that is consumed by the given
VM.
NET Data rate through the host’s Network adapter, measured in Kbytes/sec.

= Datacenter charts show the average percentage of the host NET capacity that is used
for all the hosts in the datacenter.

= Host charts show the percentage of the host’s total NET capacity that is in use.

Normalization factor (AWS
only)

Normalization factor is a measure of Rl capacity that you can use to compare or combine the
capacity for different instance families.

Workload Optimization Manager measures Rl coverage in terms of normalization factors. It
compares the number of Rls calculated as normalization factors that cover workload capac-
ity with the total number of normalization factors for a given Workload Optimization Manager
scope. Each workload is assigned normalized units depending on its instance type.

AWS normalization factor and Azure reservation ratio are equivalent concepts.

Power

A measure of the power that is consumed by a physical device.

Reservation ratio (Azure
only)

Ratio refers to the number of Azure reservation units that cover workload capacity compared to
the total number of reservation units for a given Workload Optimization Manager scope. Each
workload is assigned reservation units based on its instance type.

Reservation ratio information appears in the tooltips of cloud discount charts. Information about
the Azure instance types and their reservation workloads is provided in the Discount Inventory
chart.

Azure reservation ratio and AWS normalization factor are equivalent concepts.

Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent
on garbage collection (GC).

Workload Optimization Manager collects GC data from Application Components discovered

via Applications and APM targets, and then uses that data to calculate remaining GC capacity.
When you set the scope to one or several Application Components, the capacity that Workload
Optimization Manager calculated displays in the Remaining GC Capacity chart.

For details, see Remaining GC Capacity Chart (on page 469).

Response Time

Response Time is the elapsed time between a request and the response to that request. Re-
sponse Time is typically measured in seconds (s) or milliseconds (ms).
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Resource: Description:

Workload Optimization Manager collects response time data from entities discovered via Appli-
cations, Databases, and APM targets. Entities include Business Applications, Business Trans-
actions, Services, Application Components, and self-hosted Database Servers. When you set
the scope to any of these entities, the data that Workload Optimization Manager collected dis-
plays in the Response Time chart.

For details, see Response Time Chart (on page 470).

Risk Index A measure of the impact on Quality of Service (QoS) that a consumer will experience. The
higher the Risk Index on a provider, the more risk to QoS for any consumer of that provider’s
services.

For all the resources that impact performance or risk, charts show the Risk Index for the most
utilized resource of a given entity. For example, if a host has a Risk Index of 6 for MEM and 12
for CPU, the chart will show the higher value.

Storage access Storage access, also known as IOPS, is the per-second measurement of read and write access
operations on a storage entity.

Workload Optimization Manager collects storage access data from VMs, Database Servers, and
storage entities discovered via cloud, on-prem, and storage targets. When you set the scope
to these entities, the data that Workload Optimization Manager collected displays in the Stor-
age Access chart.

For details, see Storage Access Chart (on page 473).

Storage amount Storage amount is the measurement of storage capacity utilized by a given entity.

Workload Optimization Manager collects storage amount data from VMs, Database Servers,
and storage entities discovered via cloud, on-prem, and storage targets. When you set the
scope to these entities, the data that Workload Optimization Manager collected displays in the
Storage Amount chart.

For details, see Storage Amount Chart (on page 475).

Swap The rate of memory swapping to disk, in bytes per second. The default capacity is 5,000,000
Byte/sec.
Threads Threads is the measurement of thread capacity utilized by applications.

Workload Optimization Manager collects thread data from Application Components discovered
via Applications and APM targets. When you set the scope to one or several Application Com-
ponents, the data that Workload Optimization Manager collected displays in the Threads chart.

For details, see Threads Chart (on page 476).

Transaction log Transaction log is the measurement of storage capacity utilized by Database Servers for trans-
action logging.

Workload Optimization Manager collects transaction log data from Database Servers discov-
ered via Databases and APM targets. When you set the scope to one or several Database
Servers, the data that Workload Optimization Manager collected displays in the Transaction
Log chart.

For details, see Transaction Log Chart (on page 481).

Transactions Transaction is a value that represents the per-second utilization of the transactions allocated to
a given entity.

Workload Optimization Manager collects transaction data from entities discovered via Applica-
tions, Databases, and APM targets. Entities include Business Applications, Business Transac-
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Resource: Description:
tions, Services, Application Components, and self-hosted Database Servers. When you set the
scope to any of these entities, the data that Workload Optimization Manager collected displays
in the Transaction chart.
For details, see Transaction Chart (on page 478).

VCPU The allocated CPU capacity, measured in MHz. Charts show the percentage of VCPU cycles

that are devoted to processing instructions.

Virtual storage

Virtual storage is the measurement of virtual storage capacity utilized by VMs.

Workload Optimization Manager collects virtual storage data from VMs discovered via on-prem
and APM targets. When you set the scope to one or several VMs, the data that Workload Opti-
mization Manager collected displays in the Virtual Storage chart.

For details, see Virtual Storage Chart (on page 482).

VMem

The allocated memory capacity, measured in Kbytes. Charts show the percentage of VMem
that is in use.

Note that percentages of allocated VMem are measured against whichever is the less of: The
VMem limit (if set) or the allocated VMem capacity. This is also true in reports and recom-
mended actions. For example, assume a VM with allocated VMem of 8 GB, but a limit of 4 GB.
In this case, the percentage in a chart shows the percentage utilized of 4GB.
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To get started with the platform, open a web browser to your Workload Optimization Manager installation. The Workload
Optimization Manager platform serves the user interface to your browser, where you can log in and get started managing
your environment. In this way, you can access the unique capabilities of Workload Optimization Manager from any internet
connection.

Logging In to Workload Optimization Manager

To get started with the platform, open a web browser to your Workload Optimization Manager installation. The Workload
Optimization Manager platform serves the user interface to your browser, where you can log in and get started managing
your environment. In this way, you can access the unique capabilities of Workload Optimization Manager from any internet
connection.

Before you can log in, your enterprise must have a valid Workload Optimization Manager account, or an instance of Workload
Optimization Manager must be installed in your environment. To get the IP address of your Workload Optimization Manager
installation, contact your system administrator.

To log in to Workload Optimization Manager:
1. Navigate your Web browser to the Workload Optimization Manager installation.

For the URL, provide the IP address or machine name for the installation. This URL opens the Workload Optimization
Manager Login page. You should bookmark this URL for future use.

2. Provide the user name and password for your account.
Your system administrator creates user accounts. Contact your system administrator for login information.

After you log in, the browser opens to the Home Page (on page 24). This page is your starting point for sessions with the
Workload Optimization Manager platform. From the Home Page you can see the overviews of your environment.

To display this information, Workload Optimization Manager communicates with target services such as hypervisors, storage
controllers, and public cloud accounts. Note that your Workload Optimization Manager administrator sets up the target
configuration. For information about supported targets and how to configure them, see "Target Configuration" in the Target
Configuration Guide.
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The Home Page

When you launch Workload Optimization Manager, the Home Page is the first view you see. From there you can:

= Choose a View to see overviews of your environment:

APPLICATION - See your environment in the context of your Business Applications (on page 123).

ON-PREM - See details for the on-prem environment. Notice that the Supply Chain excludes cloud entities and
only shows the entities that are on-prem.

CLOUD - See details for the cloud environment, including pending actions, a listing of your cloud accounts by
cost, the locations of cloud datacenters that you are using, estimated costs, and other cost-related information.

= Use the Supply Chain Navigator to inspect lists of entities

Click an entity tier in the Supply Chain to see a list of those entities. For example, click Virtual Machine to see a list of all
the VMs in your environment.

= Navigate to other Workload Optimization Manager pages, including:

Search - Set the session scope to drill down to details about your environment
Plan - Run what-if scenarios

Place - Use Workload Optimization Manager to calculate the best placement for workloads, and execute the
placement at the time you specify

Dashboards - Set up custom views with charts that focus on specifics in your environment

Settings - Configure Workload Optimization Manager to set up business rules and policies, configure targets,
define groups, and perform other administrative tasks

Getting Home

Wherever you are in your Workload Optimization Manager session, you can always click the Home icon to return to the Home

Page.

APPLICATION View

The APPLICATION view presents your environment in the context of your Business Applications (on page 123). See the
overall health of your applications, examine any performance and compliance risks, and execute the actions that Workload
Optimization Manager recommends to address these risks.
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This view also shows the Business Transactions (on page 126) and Services (on page 129) that make up your Business
Applications. You can see finer details and set SLOs at these levels of the application model.

NOTE:

If certain application entities do not stitch into the supply chain infrastructure for some reason, Workload Optimization
Manager displays them in both the ON-PREM and the CLOUD views. Once Workload Optimization Manager can stitch

them into the infrastructure, it classifies them according to the class of the infrastructure and displays them in the correct
views.

ON-PREM View

When you set your session to the Global Scope, you can then select the ON-PREM view. This shows an overview of your on-
prem environment. If you don't have any workload on the public cloud, then you should use this as your starting point for a

Workload Optimization Manager session. If you have a hybrid environment (on-prem and on the public cloud), then you can
refer to this view to see a detailed on-prem overview.
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The Supply Chain shows all the on-prem entities in your environment. The charts show details about your environment,
including:

= Overviews of pending actions
When appropriate, the overview includes estimated one-time savings or costs associated with the actions.
= Top Cluster utilization

See a list of the most utilized clusters. The chart shows these clusters, along with a count of actions for each. To drill
down into the cluster details, click the cluster name. To see and execute the specific actions, click the ACTIONS button
for that cluster. To see all the clusters in your environment, click SHOW ALL.

= Optimized Improvements
Compare current resource utilization with the utilization you would see if you choose to execute all the pending actions.
= Action history

You can see a history of all actions that have been recommended and executed, or of just the actions that have been
accepted and executed.

CLOUD View

When you set your session to the Global Scope, you can then select the CLOUD view. This shows an overview of your
cloud environment. If all your workload is on the public cloud, then you should use this as your starting point for a Workload
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Optimization Manager session. If you have a hybrid environment (on-prem and on the public cloud), then you can refer to this
view to see a detailed cloud overview.

To view cloud cost information, you must have one or more public cloud targets set up in your Workload Optimization Manager
installation. For information about setting up public cloud targets, see "Cloud Targets" in the Target Configuration Guide.

In addition, to view full cost information in AWS, you must have created a Cost and Usage report in your AWS account and you
must store it in an S3 bucket.
In this view, the Supply Chain shows all the cloud entities in your environment. The charts show details about your cloud
environment, including:
= Overviews of pending actions
The overview includes the estimated monthly savings or cost associated with those actions.
= Top Accounts utilization

See a list of the most utilized public cloud accounts. The chart shows these accounts, along with an estimate of the
monthly cost for each. To see all the cloud accounts in your environment, click SHOW ALL.

= Necessary Investments and Potential Savings

For the current set of pending actions, these charts show the impact in dollar value. Necessary Investments are from
actions to provision more workloads or to resize workloads up. Potential Savings are from actions to resize down, or to
purchase discounts and put them into active use.

= Charts that show your current discounts. For details, see Discounts (on page 30).

= Billed Cost by Service

This chart shows costs over time for each cloud service that you use in your cloud accounts. For example, you can see
the cost for AWS CloudWatch, compared to the cost for AWS S3 storage.

Tracking Cloud Cost

Workload Optimization Manager tracks your cloud spend based on the cost information it discovers from targets (for example,
accounts, billing reports, and on-demand or discount costs), price adjustments (on page 5317), and rate cards.

Cost for Services

Workload Optimization Manager uses the billing reports from your cloud service providers, as they are associated with your
cloud targets. Workload Optimization Manager parses these reports to get cost breakdowns by service, service provider, Azure
Resource Group, and cloud account. You can see cost data in charts such as:

= Cloud Estimated Cost
= Cost Breakdown by Cloud Accounts, Component, or Service Provider
= Expenses

Workload Expenses
Workloads are the VMs running in your environment, or other hosted processes such as database servers and containers.
Workload Optimization Manager tracks the following expenses for your workloads:

= Compute

For compute expenses Workload Optimization Manager uses hourly expense per template as specified in the associated
public cloud account.

= Storage

Workload Optimization Manager discovers the storage tier that supports a given workload, and uses the tier pricing to
calculate storage cost.
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License

For AWS environments, Workload Optimization Manager can calculate OS costs. To calculate the OS cost for a VM,
Workload Optimization Manager subtracts the template cost from the published workload cost. It assumes the difference
is the license cost for that workload. If the OS is open source, then there will be no difference, and license cost is zero.

For Azure environments, Workload Optimization Manager can track OS costs for existing VMs. For actions to purchase
reservations, Workload Optimization Manager does not include the OS cost. For more information about Azure
reservations, see Azure Enterprise Agreements (on page 537).

IP

For some workloads, you might use IP services that incur a cost. For example, your cloud provider might charge to grant
a static IP to a VM. On AWS environments Workload Optimization Manager can include that cost in its calculation and
analysis.

Workload Optimization Manager uses this cost information when making scaling decisions, both in real time and in plans. You
can see this information in Expenses charts and in the results of Migrate to Cloud plans.

Workload Optimization Manager uses this cost information when making VM resize and placement decisions. You can see this
information in Expenses charts.

Costs for Dedicated Tenancy on AWS

When you create VMs on AWS, you can specify their tenancy. When you specify Dedicated Tenancy (DT), the VMs you create
are Amazon EC2 instances running on hardware that is dedicated to a single customer. To understand DT in the context of
Workload Optimization Manager, you should consider:

For AWS, the Workload Optimization Manager supply chain shows an Availability Zone as a Host. The supply chain
does not indicate whether certain VMs have tenancy dedicated to specific resources in the given availability zone. Also,
Workload Optimization Manager does not discover or show the costs for dedicated hosting of your workloads.

Pricing for DT workloads is different than pricing for Shared Tenancy. Workload Optimization Manager does not discover
that difference, and uses Shared Tenancy cost for the DT workloads. In action descriptions, the listed savings or
investments will be based on Shared Tenancy costs.

Workload Optimization Manager discovers the true costs of Rls for DT workloads. However, because the on-demand
VM costs are based on Shared Tenancy, Workload Optimization Manager can overstate the savings you would get for
purchasing and using Rl capacity. In most cases, recommendations to purchase Ris will be correct. However, the time to
achieve ROI could take longer than action descriptions and charts indicate.

Some instance types that are valid for Shared Tenancy are not valid for DT. To see which instance types are valid for
your DT VMs, consult the AWS documentation or your AWS representative.

Under some circumstances Workload Optimization Manager can recommend changing a workload to a valid instance
type for the tenant, even though the current type is already valid. This can happen when the instance type is not
included in the Offer File for the tenancy. For example, assume the t3a template family does not support dedicated
tenancy. However, assume that the user created a t3a instance with dedicated tenancy in the EC2 console. In that case,
Workload Optimization Manager will see this as a misconfiguration and recommend changing to a different instance

type.

To address these issues, you can create groups that set a scope to your DT workloads. For example, you can use naming
conventions, tagging, or other means to identify your DT workloads. Then you can create dynamic groups based on those
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indicators. With those groups, you can create policies and dashboards that correspond to the differences you see in your DT
environment. Use this approach to address issues for:

= Available Instance Types

To resize a workload, Workload Optimization Manager generates an action to change that workload to a different
instance type. Because Workload Optimization Manager does not discover the difference between instance types that
are valid for DT and for Shared Tenancy, it can recommend scaling a DT workload to an unavailable instance type. To
avoid this, create a policy for the DT group, and exclude the unavailable instance types.

= Displaying Costs

Workload Optimization Manager charts show the costs for your environment. If the scope includes Dedicated Tenancy
workloads, then the calculated cost will be incomplete. For example, since AWS does not return pricing data for
converted Rls (that is, RIs that have been exchanged at least once) that are on All Upfront payment plans, Workload
Optimization Manager does not include such Ris in its calculations of RI utilization or cost.

Use scope to minimize this effect. You can create separate dashboards for your DT and Shared Tenancy workloads.

Resizing Cloud Workloads

To resize a workload (for example, a VM or an RDS instance) on the cloud, Workload Optimization Manager chooses the cloud
tier that best matches the workload requirements. This can be to reduce cost by choosing a smaller tier, or it can be to assure
performance by choosing a larger tier. To accomplish the resize, Workload Optimization Manager actually moves the workload
to the new tier. This can include moving to a new availability zone.

Note that resize decisions also take into account the savings you can realize through discounts (on page 30). When
considering workload resize actions, Workload Optimization Manager can recommend resizing to a an instance type that takes
advantage of discounted pricing because the overall cost will be less.

As it considers a resize, Workload Optimization Manager also considers the storage and network requirements. Even if the
compute resources are underutilized on a workload, if the available tiers cannot support the workload's storage or network
requirements then Workload Optimization Manager will not recommend the change.

NOTE:

In AWS environments, under certain circumstances VM resizing can fail. If the restart of the VM initially fails, Workload
Optimization Manager waits 30 seconds and tries to restart again. Workload Optimization Manager will try to restart up
to four times. If the restart still fails, Workload Optimization Manager assumes the VM cannot start up on the new tier,
and it restarts the VM on the old tier.

Scaling on the Public Cloud

On the cloud, scaling actions change the VM to a different instance type. These can include:
= Changing a VM to an instance type with different capacity

= Changing a VM to an instance type that is charged a discounted rate

For these actions, the action list shows the current cost for the source workload, and also the projected cost given the change.
To show the current cost, Workload Optimization Manager uses the actual costs for that workload. However, to show the
projected cost it uses an estimate based on average utilization for the VM, for the costs of the given tier.

Note that scaling to an instance type that is charged a discounted rate can result in running the VM on a larger instance when
the cost is lower. This might occur even though the VM does not need that capacity and there are other smaller instance types
available.

In Azure environments, there are circumstances where a VM resize can be especially disruptive. In a given region, the
infrastructure can be made up of different clusters that have different sets of underlying hardware. Further, some tiers that are
available in the given region are only available on different clusters. If Workload Optimization Manager recommends resizing
from a tier on one cluster, to a tier on another cluster, then the resize action can take longer to complete than usual.

Workload Optimization Manager 3.6.3 User Guide 29



Getting Started

In both Azure and AWS environments, Workload Optimization Manager conforms to specific instance requirements as it
generates resize actions. For more information, see:

= Azure Instance Requirements (on page 196)
= AWS Instance Requirements (on page 194)

Discounts

Workload Optimization Manager analysis takes advantage of cloud provider discounts to calculate optimal workload placement
and to arrive at the best possible costs for your deployments on the cloud. Workload Optimization Manager discovers the
following discounts:

= AWS Reserved Instances (RIs) and Savings Plans
= Azure reservations
= GCP committed use discounts
The Cloud View in the Homepage includes the following charts that show discount data:
= Potential Savings or Necessary Investments Charts (on page 458)

If Workload Optimization Manager has found actions you can take to improve performance or to reduce cost, then you
can see an overview of them in the Potential Savings or Necessary Investments charts. To see a listing of the specific
actions, click Show All at the bottom of the chart. For more about actions, see Workload Optimization Manager Actions
(on page 58).

= Discount Utilization (on page 502)

This chart shows how well you have utilized your current discount inventory (on page 499). The desired goal is to
maximize the utilization of your inventory and thus take full advantage of the discounted pricing offered by your cloud
provider.

= Discount Coverage (on page 497)

This chart shows the percentage of VMs covered by discounts. If you have a high percentage of on-demand VMs, you
should be able to reduce your monthly costs by increasing coverage. To increase coverage, you scale VMs to instance
types that have existing capacity.

= Discount Inventory (on page 499)
This chart lists the cloud provider discounts discovered in your environment.
= Recommended RI Purchases (on page 495)

Workload Optimization Manager can recommend purchasing instance types at a discounted rate to help you increase
the percentage of VMs covered by discounted pricing and reduce on-demand costs. This chart shows your pending
purchases. Download the list of purchases and then send it your cloud provider or representative to initiate the purchase
process.

NOTE:
Purchase actions should be taken along with the related VM scaling actions. To purchase discounts for VMs at
their current sizes, run a Buy VM Reservation Plan (on page 403).

Currently, Workload Optimization Manager can recommend purchase actions for AWS and Azure. Purchase
actions for GCP will be introduced in a future release.

Support for Government Workloads

AWS GovCloud (US) and Azure Government provide dedicated regions for US government customers and their partners to
architect secure cloud solutions and meet regulatory and compliance requirements.

Workload Optimization Manager discovers workloads in these regions when you add the required accounts as targets. For
details on the required accounts, see "AWS GovCloud Targets" in the Target Configuration Guide and "Azure Government
Targets" in the Target Configuration Guide.
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Discovered workloads include:

= AWS VMs (including auto-scaling groups), volumes, database servers, and spot instances
= Azure VMs (including availability/scale sets), volumes, and SQL databases

Workload Optimization Manager recommends actions on VMs, volumes, and SQL databases to address performance issues and
optimize costs.

NOTE:

Workload Optimization Manager currently does not support Azure Government integration with Application Insights. You
can add accounts for Azure Government and Application Insights as targets, but Application Insights will only return
performance data for non-government workloads.

Information in Charts

Use the following charts to view information about your government accounts and workloads.
= Top Accounts chart
Use the Top Accounts chart as a starting point. This chart shows the following:

— Azure Government subscriptions discovered via the service principal and EA accounts that you have added as
targets

— AWS GovCloud master and member accounts that you have added as targets. Accounts with a star symbol are
master accounts.

Top Accounts ]

Glabal Envirommeant

Potential

Name Worklo... Savings o Actions
Gov Pay-As-You-Go
Azure 1 $0.96/mo 1 ACTION
Gavernment GovEA - Development 2
subscriptions 1 £1.11/mo 1 ACTION
W Development
GovCloud —M Quality Engineering
accounts 16 $64/mo 17 ACTIONS
EA - ParkMyCloud
8 $132/mo 5 ACTIONS

SHOW ALL >

= Necessary Investments and Potential Savings charts

Set the scope to a government account or subscription, and then see the Necessary Investments and Potential
Savings charts to evaluate the costs you would incur or save if you execute all the pending actions for your government
workloads.
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Mecessary Investments @ Potential Savings )
Quality Engineering Quality Engineering

$79 $63

Monthly

Monthly

© s76/mo, 4 Scale Virtual Machings @ #49/mo, 2 Scale Virtual Machings
@ 32.59/mo, 1 Scale Volume $12/mo, 2 Delete Volumes

£2.39/mo, 6 Scale Volumes

SHOW ALL > SHOW ALL >

= Discount Inventory chart

The government accounts that you added as targets enable Workload Optimization Manager to gain full insight into
the discounts (on page 30) that you have purchased for your government workloads. Even as you selectively add
secondary targets, Workload Optimization Manager remains aware of all discounts, and how they are utilized across
the board. This increases the accuracy of the allocation and purchase recommendations that Workload Optimization
Manager generates for your government workloads.

Discount Inventory @ :
Global Envirarmant

@ 35 Ris
@ 12 AWS Savings Plans
7 GCP Committed Use Discounts

SHOW ALL >

Workload Planning

You can run an Optimize Cloud plan to identify performance and efficiency opportunities for existing government workloads, or a
Migrate to Cloud plan to migrate government VM groups to another cloud provider.

For on-prem clusters, you can run a Migrate to Cloud plan to see how you can safely migrate the VMs in these clusters to a
government account/subscription and region.
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Support for Azure App Service

Azure App Service is an HTTP-based service for hosting apps. With Azure App Service, app developers can easily create
enterprise-ready apps and deploy them on a scalable and reliable cloud infrastructure.

Azure App Service offers several types of apps, including web apps, mobile apps, APl apps, and logic apps. Each app runs as a
set of app instances and is associated with a plan that defines compute resources (CPU, memory, and storage) available to the
app.

When you add an Azure account:

= Workload Optimization Manager discovers all the plans in that account, except App Service Environment v3 14, 15, and
16. Plans appear as 'Virtual Machine Specs' in the supply chain.

= For plans associated with web apps, Workload Optimization Manager discovers the related app instances. In the supply
chain, app instances appear as 'App Component Specs'. Workload Optimization Manager generates actions to scale
these plans to optimize app performance.

= For plans associated with the other types of apps, Workload Optimization Manager does not generate scale actions or
discover the related app instances.

= For plans that are not associated with any type of app, Workload Optimization Manager generates delete actions as a
cost-saving measure.

For details about scale and delete actions, see Virtual Machine Spec (on page 216).

To discover plans and app instances, you must provide permissions to support all the actions you want to perform. For a list of
permissions, see "Azure Service Principal and Subscription Permissions" in the Target Configuration Guide.

Configuring Targets

A target is a service that performs management in your virtual environment. Workload Optimization Manager uses targets to
monitor workload and to execute actions in your environment. When you configure a target, you specify the address of the
service, and the credentials to connect as a client to it.

For each target, Workload Optimization Manager communicates with the service via the management protocol that it exposes —
The REST API, SMI-S, XML, or some other management transport. Workload Optimization Manager uses this communication to
discover the managed entities, monitor resource utilization, and execute actions.

To configure a target, you will choose the target type, specify the target's address or key, and then provide credentials to
access the target. Workload Optimization Manager then discovers and validates the target, and then updates the supply chain
with the entities that the target manages.

NOTE:

Workload Optimization Manager regularly checks the status of your targets. If target discovery or validation fails, the
Target Configuration page updates the status. Under some circumstances, the target can become discoverable or valid
again, but the status does not update. In this case, select the target and then click Rediscover or Validate.

For a list of supported targets and configuration requirements, see "Target Configuration" in the Target Configuration Guide.

Starting with Workload Optimization Manager version 3.6.2, you have the option of using the enhanced target settings
experience using the new target view. In this view, Target Manager lists your targets in a sortable table and includes a new edit
experience. Some target integrations communicate the stages of validation and discovery, as well as any encountered error
conditions to aid in troubleshooting your target configurations. Follow the instructions below to configure your target using either
the new or old view.
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Configuring a target using the new view
1. Navigate to the Settings page.

bed

SETTINGS
Click to navigate to the Settings page. From there, you can perform a variety of Workload Optimization Manager
configuration tasks.
2. Choose Target Configuration.

@

Target Configuration|
Click to navigate to the Target Configuration Page.

3. Click New View to enable to new target view.
Review the list of targets.

4:% Target Configurations @ niviview WEW TARGET
Al Targets (14) All Targets
Clowd Mative (1) O
frstom (1) O [ Discorvary talled: CRITHGAL ’
Puolic Lhouaii ) O CRTICAL Disoorany taiked: CRITICAL #
O ORTICAL DHsoormny Laibesd: CRITHCAL o~
O oM Valdated 7
O WonmA Vabdated F
nonua Vakdated #
: HOAR] Vakoated #
O [ Vaidated #
WORRAL Vkdated #
HOGRBAL Vlholpted rd
WORRAL Vakdated o
[ Viildated #

This page lists all the targets that you currently have configured for Workload Optimization Manager in a sortable table.
You can inspect or edit these targets, or add a new target.

5. Select one or more targets to work with.
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€> Target Configurations

All Targets (14) 1 Item Selected
Cloud Native (1) [®) Target vame
Custom (1)
Public Cloud {12) 0O

O

O

When you select a target you can:
= Rediscover

severity

NORMAL

[ermcaL]

[ermcaL]

NORMAL

@ nNew viEw NEW TARGET

-
i €, REDISCOVER

Discovery failed: CRITICAL: s
Discovery failed: CRITICAL: 4
Discovery failed: CRITICAL: i

Validated 4

Direct Workload Optimization Manager to fully discover the entities that this target manages. This will rebuild the
topology that is associated with this target.

=  Delete

When you delete a target, Workload Optimization Manager removes all the associated entities from the supply

chain.

6. View the target details by clicking the icon under the Details column.

€ Target Configurations

All Targets (14) 1 Item Selected
Cloud Native (1) W] Target Name
Custom (1)
Public Cloud (12) O

O

O

7. Create a new target and add it to Workload Optimization Manager.

Target Type

NORMAL
CRITICAL |
CRITICAL |

NORMAL

£, REDISCOVER [ ]

Discovery failed: CRITICAL:

Discovery failed: CRITICAL: s
Discovery failed: CRITICAL: ra
Validated '

Workload Optimization Manager 3.6.3 User Guide

35



Getting Started CI5CO

Choose Target Category »x

£ Choose Target Type *
Applications and Databases

Cloud Mativ j 'H]
oud Mative '. LY e
Dynalrace AppDyTamics instamna
Custom i
Fabric and Network @ ) = @
Pyl FOLSerwr Appinsaghiy
Guest O5 Processes
Hyperconverged
€ ADD Instana Target x
Hypervisor

Click New Target, select the target category and type, and then provide the address and credentials for that target.
After you add the target, the Target Configuration page refreshes to show the current validation status.
= Validating
Validation is in progress.
= Validated

Validation was successful. Workload Optimization Manager can now monitor the target and will start discovering
the entities that the target manages.

= Validation Failed

Validation was unsuccessful. Expand the target to see additional information.
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Configuring a target using the old view
1. Navigate to the Settings page.

bed

SETTINGS

Click to navigate to the Settings page. From there, you can perform a variety of Workload Optimization Manager

configuration tasks.
2. Choose Target Configuration.

<

Target Configuration|
Click to navigate to the Target Configuration page.

3. Review the list of targets.

€ Target Configurations

All Targets ~
Public Cloud - 15
[] 28 Targets
Private Cloud - 3
Clowd Mative - 14
Hypervisor - 12
Orchestrator - 1
Applications and Databases - 3

Storage - 3

Custom -1

O 0 0O 0o o O

Fabric and Metwark - 2

F I:,r|]¢| E:‘;-l‘:-.rcrglj'd 1

O

it

VALIDATED: OCT 5, 202,,,

MALIDATED: OCT

MALIDATED: OCT

MALIDATED: OCT

FILTER (1)

202

VALIDATED: OCT §, 203

VALIDATED: OCT

NMALIDATED: OCT

MNEW TARGET

This page lists all the targets that you currently have configured for Workload Optimization Manager. You can inspect or

edit these targets, or add a new target.

4. Filter the list of targets.

Workload Optimization Manager 3.6.3 User Guide

37



Getting Started

Filter by target type Filter by search string

&

Target Configurations

Filter by status

MNEW TARGET

o s

—_
All Tafgets !
E
L - -
#Pulblic Cloud - 15 *
I
i [] 28Targets
Private Cloud - 3 !
i
I
Clouwd Mative - 14 : :|
I
I
Hypervsor - 12 I
¥ 5 : u
I
I
Orchestrator - 1 !
| ]
i I
Applications and Databases - 3 :
i O
Storage - 3 ! .
i
I
Custaom -1 ! ]
i
I
Fabric and Metwaork - 2 h
: _I
I
Hyperconverged - 1 )
. o :I

For a long list of targets, you can:

Filter targets by target type.

targets by name or status.

MALIDATED: OCT §, 203

VALIDATED: OCT 4§, 202...

WALIDATED: OCT

*

WALIDATED: OCT

MALIDATED: OCT

VALIDATED: OCT §, 203

VALIDATED: OCT 5, 202..,

Use Search to filter targets by text string (partial matching is supported).
Use Filter to filter targets by status (for example, only show validated targets). You can also use Filter to sort

5. Select one or more targets to work with.
3= FILTER(T)
Ty
(] 28Targets I ), REDISCOVER (%) VALIDATE [ I
'\_“ _______________________________________ -
E VALIDATED: OCT & 2022 117, »
rl VALIDATED: OCT & 20322 1:18..., >
When you select a target you can:
= Rediscover
Direct Workload Optimization Manager to fully discover the entities that this target manages. This will rebuild the
topology that is associated with this target.
= Validate
Direct Workload Optimization Manager to validate its connection with the target. For example, if you create a new
user account on the target, you can edit the target connection to use that account, and then revalidate.
38 Cisco Systems, Inc. www.cisco.com



5S¢ Getting Started
= Delete (delete icon)
When you delete a target, Workload Optimization Manager removes all the associated entities from the supply
chain.
6. Expand an entry to see details.

Expand to see target details

= FILTER (1)

[] 28 Targes
=y
L] VALIDATED: OCT 5, 2022 1:17... | |
TARGET S5TATUS LAST VALIDATION
Validated Ot 5, 202211717 PM
L] VALIDATED: OCT 5 2002 118, 3

You can also click anywhere in the entry to edit the target's configuration. For example, if you entered the wrong
username or password, you can change those credentials and validate the target again.
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T
(o [{o+)

Q  Search.

[[] 28Targets

TARGET STATUS
Validated

Create a new target and add it to Workload Optimization Manager.

Click anywhere in the enfry to edit the target

A 4
T
-
LAST VALIDATION T
Oee 5, 2022 11717 PM
Y

EDIT HPE 3PAR Target

ADDRESS *

USERMAME *

PASSWORD *

E Use Secure connection

WEB SERVICES API PORT

3= FILTER (1)

WALIDATED: OCT 5, 2022 1:17...
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Choose Target Category »x

£ Choose Target Type *
Applications and Databases

Cloud Mativ j 'H]
oud Mative '. LY e
Dynalrace AppDyTamics instamna
Custom i
Fabric and Network @ ) = @
Pyl FOLSerwr Appinsaghiy
Guest O5 Processes
Hyperconverged
€ ADD Instana Target x
Hypervisor

Click New Target, select the target category and type, and then provide the address and credentials for that target.
After you add the target, the Target Configuration page refreshes to show the current validation status.
= Validating
Validation is in progress.
= Validated

Validation was successful. Workload Optimization Manager can now monitor the target and will start discovering
the entities that the target manages.

= Validation Failed

Validation was unsuccessful. Expand the target to see additional information.
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Supply Chain of Entities

g
)

Bursaness Applcation

)
V /

Barsiness Transaction

To perform Application Resource Management, Workload Optimization Manager models your environment as a market of buyers
and sellers linked together in a supply chain. This supply chain represents the flow of resources from the datacenter, through
the physical tiers of your environment, into the virtual tier and out to the cloud. By managing relationships between these buyers

and sellers, Workload Optimization Manager provides closed-loop management of resources, from the datacenter, through to
the application.
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Reading the Supply Chain

By looking at the Supply Chain, you can see:
= How many entities you have on each tier
Each entry in the supply chain gives a count of entities for the given type.
= The overall health of entities in each tier

The ring for each entry indicates the percentage of pending actions for that tier in the datacenter. Ring colors indicate
how critical the actions are - Green shows the percentage of entities that have no actions pending. To get actual counts
of pending actions, hover on a ring to more details.

= The flow of resources between tiers

The arrow from one entry to another indicates the flow of resources. For example, the Virtual Machine entry has arrows
to Hosts and to Storage. If the VMs are running in a Virtual Data Center, it will have another arrow to that as well. This
means that your VMs consume resources from hosts, storage, and possibly from VDCs.

Listing Entities From the Home Page
The Supply Chain shows the relationships of entities in your environment. When you're on the Home Page with a global scope,
the supply chain filters its display according to the view you have chosen:

= APPLICATIONS - All your Business Applications (on page 123)

= ON-PREM - All your on-prem entities

= CLOUD - All your entities on the public cloud

To see a list of entities, click an entity tier in the Supply Chain.

Working With a Scoped View

By default, the Home Page shows a Global view of your environment. To drill down into specifics of your environment, you can
set a scope to your Workload Optimization Manager session. A scoped view shows details about the specific entities in that
scope.
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Once you have set a scope, you can use the Supply Chain to zoom in on a related tier to see details about the entities on that
tier.

If you find the current scope to be useful, you can save it as a named group. Using named groups is an easy way to return to
different scopes that you have saved.

Things You Can Do
= Scoping the Workload Optimization Manager Session (on page 44)

= Navigating With the Supply Chain (on page 56)
= Viewing Cluster Headroom (on page 57)

Scoping the Workload Optimization Manager Session

The default scope for the Home Page shows an overview of the global environment. What if you want to focus on less than the
global environment? Assume you are responsible for a subset of workloads in your environment. This could be:

= Workloads managed on a single host cluster
= The workloads in a single datacenter
= A custom group of workloads you have created in Workload Optimization Manager
It's easy to set the session scope so that Workload Optimization Manager zooms in on the part of the environment that you want

to inspect. Once you set the scope, you can get a quick picture of system health for that scope. If you find a certain scope to be
useful, you can save it as a named group that you can return to later.

1. Navigate to the Search Page.

Click to navigate to the Search Page. This is where you can choose the scope you want.
2. Choose the type of entities to search.

£ Search

Learch within your infrastructure

Accounts

i
Ti+

Application Servers

Applications

Billing Families [ selectall (2)
Business Applications
Chassis Dev

Clusters

Containers N Dev & —— AW
Data Centers

Database Servers

In the Search Page, choose a type of entities that you want to search through. Find the list of entity types on the left.
Select All to search the complete environment. Or you can focus on entities by type, by groups, or by clusters. When
you select an entity type, the page updates to show all entities of that type.

3. Use Search to filter the listing.

For example, if you're showing All and you search for "Development”, then you will see all clusters, groups, and entities
with "Development” in their names.
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Search for “Development” to filter the list

Development] £ FILTER

Clusters

Development DCMCluster ,
Development DC1VCluster2 ,

Development DC1\Cluster1 ,

SHOW ALL CLUSTERS

Data Centers

velopment 7
Development DC ACTIVE 3

Pl e P T N N e o N e |

4. Expand an entry to see details.
For example, expand a group or an entity to see utilization details and pending actions.

NOTE:
For hosts in the public cloud, utilization and capacity for host and datacenter resources don't affect Workload

Optimization Manager calculations. When you expand an entry for a public cloud host, the details do not include
information for these resources.

Workload Optimization Manager 3.6.3 User Guide
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Click to show/hide details
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5. Select one or more entries to set the focus of the Home Page.
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Click to set the scope you have selected

€ Search

Pacabang ey

Choose an entity type, and set the
scope to one or more of those entities

£ Search

Sead % miENEY your R airUAE
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Application Senvers
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Database Senmers S ot . .
VT i pt_bnii-arnnd -
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Disik Arrays
Fawarite Scopes ]
Dyramic
Groups
-]
Hoss LP Groups Dy

For different types of groups, click
to set a single group as your scope

If you choose a category of entities to limit the list, then you can select one or more of the entities for your session
scope. After you select the entities you want to include in your scope, click SCOPE TO SELECTION to set the session
scope to those entities.

If you choose Groups or Clusters, then you can select a single entry to set the scope for your session. When you select
an entry in the list, that sets the focus of the Home Page. For example, if you select a cluster in the Search listing, you
set the Home Page focus to that cluster. Use the Home Page bread crumbs to set a different scope, or you can return to
Search and set a different scope from there.
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Overview Charts
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The Overview Charts show your environment's overall operating health for the current session scope. A glance at the Overview
gives you insights into service performance health, overall efficiency of your workload distribution, projections into the future,
and trends over time.

The charts in this view show data for the current scope that you have set for the Workload Optimization Manager session. For
the global scope, the charts roll up average, minimum, and peak values for the whole environment. When you reduce the scope
(for example, set the scope to a cluster), the charts show values for the entities in that scope.

Some charts included in this view are:

Pending Actions

See all the actions that are pending for the current scope.

Health

Quickly see the health of the entities in this scope- How many entities have risks, and how critical the risks are.
Optimized Improvements

A comparison of utilization in your environment before executing the pending actions, and then after.

Capacity and Usage

This chart lists resources that are used by the current scope of entities, showing utilization as a percentage of the
capacity that is currently in use.

Multiple Resources

See the utilization over time of various resources that are used by the current scope of entities.

Top Entities

For example, Top Virtual Machines. These charts list the top consumer entities in the current scope.
Risks Avoided
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Each action addresses one or more identified risks or opportunities in your environment. This chart shows how many
risks have been addressed by the executed actions.

= Accepted Actions

This chart shows how many actions have been executed or ignored, and whether they have been executed manually or
automatically.

What You Can Do:
= Set scope: See Scoping the Workload Optimization Manager Session (on page 44)

= Create new charts: See Creating and Editing Chart Widgets (on page 448)

Setting Chart Focus
The charts update to reflect the focus that you have set for your viewing session. While viewing the Overview Charts, you can
set the focus in different ways:
= Set Supply Chain Focus
Choose a tier in the supply chain to set the view focus - see Navigating With the Supply Chain (on page 56)
= Set Scope

Use Search to set the scope of the viewing session - see Scoping the Workload Optimization Manager Session (on
page 44)

_Chart Time Frame

Move back to see historical data

\ Slide for further adjustment

2H 7D 1M 1Y 4

O ®

May 10, 02:00 After Actions
PM

Choose the time scale you want

You can set a time frame from recent hours to the past year, and set that to the charts in the view. Use the Time Slider to set
specific start and end times within that range. The green section in the slider shows that you can set the time range to include a
projection into the future. For this part of the time range, charts show the results you would see after you execute the current set
of pending actions.

For most charts, you can also configure the chart to hard-code the time range. In that case, the chart always shows the same
time scale, no matter what scale and range you set for the given view.

Note that Workload Optimization Manager stores historical data in its database. As you run Workload Optimization Manager in
your environment for more time, then you can set a time range to show more history.

Details View

The Details View shows more details about the entities in your session scope. These charts focus on the utilization of resources
by these entities, so you can get a sense of activity in that scope over time.
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What You Can Do:
= Set scope: See Scoping the Workload Optimization Manager Session (on page 44)

= Create new charts: See Creating and Editing Chart Widgets (on page 448)

Setting Chart Focus
The charts update to reflect the focus that you have set for your viewing session. While viewing the Overview Charts, you can
set the focus in different ways:
= Set Supply Chain Focus
Choose a tier in the supply chain to set the view focus - see Navigating With the Supply Chain (on page 56)
= Set Scope

Use Search to set the scope of the viewing session - see Scoping the Workload Optimization Manager Session (on
page 44)

_Chart Time Frame

Move back to see historical data

\ Slide for further adjustment

2H 24H 7D 1M 1Y 4

May 10, 02:00 After Actions
PM

Choose the time scale you want
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You can set a time frame from recent hours to the past year, and set that to the charts in the view. Use the Time Slider to set
specific start and end times within that range. The green section in the slider shows that you can set the time range to include a
projection into the future. For this part of the time range, charts show the results you would see after you execute the current set
of pending actions.

For most charts, you can also configure the chart to hard-code the time range. In that case, the chart always shows the same
time scale, no matter what scale and range you set for the given view.

Note that Workload Optimization Manager stores historical data in its database. As you run Workload Optimization Manager in
your environment for more time, then you can set a time range to show more history.

Scope Policies

Create new policy Current policy This policy is enabled
OVERVIEW  DETAILS LIST OF VIRTUAL MACHINES (1) | ACTIONS (1)
VM Policies
EA - Advanced Engineering - AvailabilitySet:MC_adveng_aks-cluster_east... EMABLED

MEW POLICY

VM Settings

+ ACTION AUTOMATION
+ ACTION ORCHESTRATION
+ OPERATIONAL CONSTRAINTS

+ SCALING CONSTRAINTS

Expand items to see current settings

The Policy View gives you a look at the Automation Policies that are set for the entities in the current scope. For each policy, you
can see whether it has been enabled or disabled. In addition, you can create new policies and apply them to that scope.

To edit a policy, click the policy name. You can then change the policy settings, or enable/disable the policy.

To see the current policy settings, expand a settings category. For each setting, you can see which policy determines the value-
Either the default policy or a custom policy that has been applied to this scope.

When you create a new policy, it automatically includes the current scope. You can add other groups to the policy scope if
you like. Note that you can enable more than one policy for the same scope. If two policies apply different values for the same
setting, then the most conservative value takes effect.
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For more information, see Automation Policies (on page 92).

Entity Placement Constraints
VM Placement Constraints

= PROVIDERS

CURRENT PLACEMENT OTHER POTEMTIAL PLACEMENT

Hoss dct T-host-01.eng vmtwrbo.com 4 Hosts

Click to see more details ’/

When you drill down to a single entity, you can see details about the entity's relationships in the supply chain. This shows you
which entities provide resources to this entity. When considering providers for this entity, you can see the name of each current
provider, and how many alternative providers Workload Optimization Manager can choose from if the current one becomes
overutilized.

Reviewing the constraints on an entity helps you understand the actions that Workload Optimization Manager recommends. If an
action seems questionable to you, then you should look at the constraints on the affected entities. It's possible that some policy
or constraint is in effect, and it keeps Workload Optimization Manager from recommending a more obvious action.

Experimenting With Placement Constraints

For each provider or consumer in the list, you can open a Constraints fly-out that gives more details about limits on the current
element's supply chain relationships.

For example, assume the PROVIDERS list shows your VM's CURRENT PLACEMENT is on Host A, and for OTHER POTENTIAL
PLACEMENT you see that Workload Optimization Manager can choose from 4 hosts. When you click Constraints, the flyout
displays a list of host constraints that currently result in the four potential hosts for this VM.
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Host Constraints For "Oracle11g-Win-172.32" x

When you add constraints, you limit the placement decisions Turbonomic can make for your VM. Remove
unnecessary constraints so Turbonomic can discover more placement options.

COMNSTRAINT TYPE SCOPE MNAME SOURCE POTENTIAL HOSTS
Cluster poundaries ACMVACM Cluster whenter

Datacenter bowndaries ACM whenter 4 Hosrs

Datastore Comemodity QSAACM wlentes 4 Hosts

hetwarkCommoditg Orace! 1g

Metwork boundaries Turbonomic

Win-17232
Segmentation Commeadity My Placement Policy Turbonomic
LicenseAcopssCommod oy Lirmm Turbonomic
POTENTIAL HOSTS: 4 AMD MORE PLACEMENT OPTIONS
t Current count of patential Click to enable constraint J
providers simulations

The list information includes:
=  CONSTRAINT TYPE

Most constraints are boundaries that are inherent in your environment such as a cluster boundaries or a networks, or
the can be constraint rules such as discovered HA or DRS rules authored Workload Optimization Manager placement
policies (sometimes called segments)

= SCOPE NAME
For a given rule or constraint, the scope to which it was applied.
= SOURCE

If this is a discovered constraint, the source shows the type of target that imposes this constraint. For example, for a
DRS rule the source will be vCenter.

= POTENTIAL PROVIDERS

For the given constraint, how many providers that constraint allows. To see a list of the potential providers, click the
POTENTIAL PROVIDERS value.

To dig deeper into how these constraints affect your entity, click FIND MORE PLACEMENT OPTIONS. This puts you into a
simulation mode that you can use to experiment with changing the effective constraints. For example, you might see that a
cluster boundary is limiting your placement possibilities, and you would like the option to place the current VM on other clusters.
Armed with this information, you could navigate to Policies and create a Merge Cluster policy.
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In this mode you can enable and disable different combinations of constraints. As you do, the POTENTIAL PROVIDERS label
updates to show how many providers are available to your entity. To see the resulting list of providers, click the POTENTIAL
PROVIDERS label.
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List of Entities

Sort the list

44 Virtual Machines
Q searc

Expand All | Collapse All Active | All

i=2-32-YM

5206 GHz | 5.00%

26878 | 002%

iametar Vil

i=25-39-YM

shai-lasl-4

By Virtual CPU | = By Severity | By Name | By Utilization

389 GEB | 1250 % IDLE

260GHz | 000% 500GB | 0.00%

Expand/collapse details for an entry

The list of entities is a quick way to drill down to details about your environment, so you can see specifics about resource
consumption or state. For example, you can see the amount of capacity that has been assigned to a VM that is currently idle.

This list always updates to reflect the focus you have selected in the Supply Chain Navigator. When you select an entity type in
the supply chain, the entities list updates to show the entities of that type for your current scope. For example, select Host to

see a list of hosts in the current scope. For more information, see Navigating With the Supply Chain (on page 56)
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Navigating With the Supply Chain
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After you have set the scope of your Workload Optimization Manager session, you can use the Supply Chain to change the
focus of the main view, and see details about different types of entities within the current scope.

Drilling Down in a Scoped Session
When you set a scope to your Workload Optimization Manager session, the Home Page shows information about your
environment, including:

= Overview

Charts and lists to give you an overview of your environment for the current scope. This overview corresponds to all the
entities in scope.

= Details - Charts that give you a more detailed look at your environment for the given scope

= Policies - Any policies that are defined for the entities in the current scope

= Entity Lists - Details about the entities in the current scope

= Pending Actions - Actions that are pending for any entities in the current scope
The Supply Chain shows the currently selected tier of entities. The change the focus of the scoped view, select different tiers
in the Supply Chain. The Policies, Entities List, and Pending Actions tabs update to focus on the tier you selected. These tabs

show information for all the entities of that type that are in the current scope. For example, if you click the Host tier, these tabs
update to show information about the hosts in your current scope.
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To zoom in on a specific entity, you can click its name in the Entities List. This sets the scope to that specific entity. To return to
the previous scope, use the browser's Back button.

Viewing Cluster Headroom
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Cluster headroom shows you how much extra capacity your clusters have to host workloads. When you set the scope to a
cluster, the Home Page then includes charts that show headroom for that cluster, as well as time to exhaustion of the cluster
resources.
To view cluster headroom:

1. Navigate to the Search page.

2. Choose the Clusters category.

3. Select the cluster you want to view.

4. When the Home Page displays, scroll down to show the headroom charts.

Make sure you have selected the Host tier in the supply chain navigator.

To calculate cluster capacity and headroom, Workload Optimization Manager runs nightly plans that take into account the
conditions in your current environment. The plans use the Economic Scheduling Engine to identify the optimal workload
distribution for your clusters. This can include moving your current VMs to other hosts within the given cluster, if such moves

would result in a more desirable workload distribution. The result of the plan is a calculation of how many more VMs the cluster
can support.

To calculate VM headroom, the plan simulates adding VMs to your cluster. The plan assumes a certain capacity for these VMs,
based on a specific VM template. For this reason, the count of VMs given for the headroom is an approximation based on that
VM template.

To specify the templates these plans use, you can configure the nightly plans for each cluster. For more information, see
Configuring Nightly Plans (on page 426)
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Workload Optimization Manager Actions

After you deploy your targets, Workload Optimization Manager starts to perform market analysis as part of its Application
Resource Management process. This holistic analysis identifies problems in your environment and the actions you can take to
resolve and avoid these problems. Workload Optimization Manager then generates a set of actions for that particular analysis

and displays it in the Pending Actions charts for you to investigate.
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Show all 5188 Actions » Show all 5188 Actions

Workload Optimization Manager can generate the following actions:

Action Description
Provision Introduce new resource providers to update the environment's capacity.
For example:
= Provisioning a host adds more compute capacity that is available to VMs.
= Provisioning a VM adds capacity to run applications.
Start Start a suspended entity to add capacity to the environment.
Resize Re-allocate resource capacity on an entity. For example, reduce vCPUs or vMem on a

VM, or add volumes to a disk array.

Increase discount coverage

Scale cloud VMs to instance types that are charged discounted rates and have exist-
ing capacity, to reduce your costs.

Buy discounts (on page 30)

Purchase additional discount capacity to move your environment toward the discount
coverage that you desire.

Reconfigure

Reconfigure an entity that violates a policy. For example, reconfigure an on-prem VM
that violates a vCPU scaling policy.
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Action Description

Move Change a consumer to use a different provider, such as moving a VM to a different
host. Moving a VM to a different storage means relocating any file-based component
that belongs to a virtual machine.

Suspend Stop and set resources aside without removing them from the environment.
For example, you might consider suspending a virtual machine to save money.

Delete Remove storage (for example, datastores on disk arrays or unattached volumes).

Actions by Entity Type

Workload Optimization Manager generates actions based on how entity types use or provide resources, and what each entity
type supports.

The following tables show the actions that each entity type supports:

Application Entity Types

Entity Type Supported Actions

Business Application None

Workload Optimization Manager does not recommend actions for a Business Applica-
tion, but it does recommend actions for the underlying Application Components and
infrastructure. The Pending Actions chart for a Business Application lists these ac-
tions, thus providing visibility into the risks that have a direct impact on the Business
Application's performance.

Business Transaction None

Workload Optimization Manager does not recommend actions for a Business Transac-
tion, but it does recommend actions for the underlying Application Components and
infrastructure. The Pending Actions chart for a Business Transaction lists these ac-
tions, thus providing visibility into the risks that have a direct impact on the Business
Transaction's performance.

Service For non-Kubernetes Services:
None

Workload Optimization Manager does not recommend actions for non-Kubernetes
Services, but it does recommend actions for the underlying Application Components
and nodes. The Pending Actions chart for Services list these actions, thus providing
visibility into the risks that have a direct impact on their performance.

For Kubernetes Services:
Provision or Suspend

For horizontally scalable Kubernetes Services that collect performance metrics (or
KPIs) for applications, Workload Optimization Manager can dynamically adjust the
number of pod replicas that back those Services to help you meet SLOs (Service Lev-
el Objectives) for your applications.

For details, see Actions for Kubernetes Services (on page 131).
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Entity Type

Supported Actions

Application Component

Resize
Resize the following resources to maintain performance:
= Thread Pool

Workload Optimization Manager generates thread pool resize actions. These
actions are recommend-only and can only be executed outside Workload Op-
timization Manager.

= Connections

Workload Optimization Manager uses connection data to generate memory re-
size actions for on-prem Database Servers.

=  Heap

Workload Optimization Manager generates Heap resize actions if an Applica-
tion Component provides Heap and Remaining GC Capacity, and the underly-
ing VM or container provides VMem. These actions are recommend-only and
can only be executed outside Workload Optimization Manager.

NOTE:
Remaining GC capacity is the measurement of Application Component
uptime that is not spent on garbage collection (GC).

The resources that Workload Optimization Manager can resize depend on the
processes that it discovers from your Applications and Databases targets. Refer to the
topic for a specific target to see a list of resources that can be resized.

Container Platform Entity Types

Entity Type

Supported Actions

Container

Resize

Resize containers to assure optimal utilization of resources. By default, containers re-
size consistently, which allows all replicas of the same container for the same work-
load type to resize any resource consistently.

For details, see Container Actions (on page 153).

Container Spec

None

A Container Spec retains the historical utilization data of ephemeral containers. Work-
load Optimization Manager uses this data to make accurate container resize decisions,
but does not recommend actions for the Container Spec itself.

Namespace

Resize Quota

Workload Optimization Manager treats quotas defined in a namespace as constraints
when making container resize decisions. If existing container actions would exceed
the namespace quotas, Workload Optimization Manager recommends actions to re-
size up the affected namespace quota.

Note that Workload Optimization Manager does not recommend actions to resize
down a namespace quota. Such an action reduces the capacity that is already allocat-
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Entity Type

Supported Actions

ed to an application - The decision to resize down a namespace quota should include
the application owner.

Workload Controller

None

A Workload Controller executes container actions. When you set the scope to a Work-
load Controller and view the actions list, the actions apply to containers. Workload
Optimization Manager does not recommend actions for the Workload Controller itself.

NOTE:

Workload Optimization Manager uses namespace or organization/space quo-
tas as constraints when making resize decisions. The Workload Controller ag-
gregates container actions. If those container resizes exceed current name-
space quotas, Workload Optimization Manager blocks execution of container
resize actions until the namespace quotas are sufficient. For more information
about namespace quotas, see Resource Quotas (on page 173).

Container Pod

For details, see Container Pod Actions (on page 167).

Move

Move a pod between nodes (VMs) to address performance issues or improve
infrastructure efficiency. For example, if a particular node is congested for
CPU, you can move pods to a node with sufficient capacity. If a node is under-
utilized and is a candidate for suspension, you must first move the pods before
you can safely suspend the node.

Provision/Suspend

For horizontally scalable Kubernetes Services that collect performance met-
rics (or KPIs) for applications, provision or suspend pods associated with those
Services to maintain SLOs for your applications.

When recommending node provision or suspend actions, Workload Optimiza-
tion Manager will also recommend provisioning pods (based on demand from
DaemonSets) or suspending the related pods.

Container Cluster

None

Workload Optimization Manager does not recommend actions for a Container Clus-
ter. Instead, it recommends actions for the containers, pods, nodes (VMs), and vol-
umes in the cluster. Workload Optimization Manager shows all of these actions when
you scope to a Container Cluster and view the Pending Actions chart.

Kubernetes node (VM)

A Kubernetes node (cloud or on-prem) is represented as a Virtual Machine entity in
the supply chain.

Provision
Provision nodes to address workload congestion or meet application demand.
Suspend

Suspend nodes after you have consolidated pods or defragmented node re-
sources to improve infrastructure efficiency.

Reconfigure

Reconfigure nodes that are currently in the Not Ready state.

Workload Optimization Manager 3.6.3 User Guide
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Entity Type Supported Actions

NOTE:
For nodes in the public cloud, Workload Optimization Manager reports the cost
savings or investments attached to these actions.

For details, see Node Actions (on page 182).

Cloud Infrastructure Entity Types

Entity Type Supported Actions

Virtual Machine (Cloud) = Scale

Change the VM instance to use a different instance type or tier to optimize
performance and costs.

= Stop and Start (also known as 'parking' actions)

Stop a VM for a given period of time to reduce your cloud expenses, and then
start it at a later time.

= Discount-related actions

If you have a high percentage of on-demand VMs, you can reduce your
monthly costs by increasing discount coverage. To increase coverage, you
scale VMs to instance types that have existing capacity. If you need more ca-
pacity, then Workload Optimization Manager will recommend actions to pur-
chase additional discounts.

For details, see Cloud VM Actions (on page 193) and Parking: Stop or Start Cloud
Resources (on page 428).

Virtual Machine Spec = Scale

Scale Azure App Service plans to optimize app performance or reduce costs,
while complying with business policies.

= Delete

Delete empty Azure App Service plans as a cost-saving measure. A plan is
considered empty if it is not hosting any running apps.

For details, see Virtual Machine Spec Actions (on page 218).

App Component Spec None

Workload Optimization Manager does not recommend actions for App Component
Specs, but it does recommend actions for the underlying Virtual Machine Specs. For
details, see Virtual Machine Spec Actions (on page 218).

Database (Cloud) Scale
=  DTU Model

Scale DTU and storage resources to optimize performance and costs.
= vCore Model

Scale vCPU, vMem, IOPS, throughput and storage resources to optimize per-
formance and costs.

For details, see Cloud Database Actions (on page 253).
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Entity Type

Supported Actions

Database Server (Cloud)

Scale
Scale compute and storage resources to optimize performance and costs.

For details, see Cloud Database Server Actions (on page 230).

Volume (Cloud)

= Scale

Scale attached volumes to optimize performance and costs.
=  Delete

Delete unattached volumes as a cost-saving measure.

For details, see Cloud Volume Actions (on page 243).

Zone None
Workload Optimization Manager does not recommend actions for a cloud zone.
Region None

Workload Optimization Manager does not recommend actions for a cloud region.

On-prem Infrastructure Entity Types

Entity Type

Supported Actions

Virtual Machine (On-prem)

* Resize
— Resize resource capacity

Change the capacity of a resource that is allocated for the VM. For ex-
ample, a resize action might recommend increasing the VMem avail-
able to a VM. Before recommending this action, Workload Optimiza-
tion Manager verifies that the VM's cluster can adequately support the
new size. If the cluster is highly utilized, Workload Optimization Manag-
er will recommend a move action, taking into consideration the capaci-
ty of the new cluster and compliance with existing placement policies.

For hypervisor targets, Workload Optimization Manager can resize
vCPU by changing the VM's socket or cores per socket count. For de-
tails, see VCPU Scaling Controls (on page 278).

— Resize resource reservation

Change the amount of a resource that is reserved for a VM. For exam-
ple, a VM could have an excess amount of memory reserved. That can
cause memory congestion on the host — A resize action might recom-
mend reducing the amount reserved, freeing up that resource and re-
ducing congestion

— Resize resource limit

Change the limit that is set on the VM for a resource. For example,

a VM could have a memory limit set on it. If the VM is experiencing
memory shortage, an action that decreases or removes the limit could
improve performance on that VM.

=  Move
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Entity Type

Supported Actions

Move a VM due to:
— High resource utilization on VM or host
— Excess IOPS or latency in VStorage
—  Workload placement violation
— Underutilized host (move VM before suspending host)
» Reconfigure
Change a VM's configuration to comply with a policy.

For hypervisor targets, Workload Optimization Manager can reconfigure VMs
that violate vCPU scaling policies. For details, see VCPU Scaling Controls (on
page 278).

For details, see On-prem VM Actions (on page 269).

Volume (On-prem)

= Move

Move a VM's volume (virtual storage) due to excess utilization of the current
datastore, or for more efficient utilization of datastores in the environment.

Points to consider:

— The default global policy includes a setting that directs Workload Opti-
mization Manager to use relevant metrics when analyzing and recom-
mending actions for volumes. For details, see Enable Analysis of On-
prem Volumes (on page 95).

— Workload Optimization Manager will not recommend moving a volume
to a datastore that is currently in maintenance mode. Any volume in
that datastore should move to an active datastore (for example, via v-
Motion).

* Reconfigure

Reconfigure a VM's volume (virtual storage) to comply with placement policies.

Database Server (On-prem)

Resize
Resize the following resources:
= Connections

Workload Optimization Manager uses connection data to generate memory re-
size actions for on-prem Database Servers.

= Database memory (DBMem)

Actions to resize database memory are driven by data on the Database Server,
which is more accurate than data on the hosting VM. Workload Optimization
Manager uses database memory and cache hit rate data to decide whether re-
size actions are necessary.

A high cache hit rate value indicates efficiency. The optimal value is 100%
for on-prem (self-hosted) Database Servers, and 90% for cloud Database
Servers. When the cache hit rate reaches the optimal value, no action gener-
ates even if database memory utilization is high. If utilization is low, a resize
down action generates.

When the cache hit rate is below the optimal value but database memory uti-
lization remains low, no action generates. If utilization is high, a resize up ac-
tion generates.

= Transaction log
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Entity Type

Supported Actions

Resize actions based on the transaction log resource depend on support for
virtual storage in the underlying hypervisor technology.

Currently, Workload Optimization Manager does not support resize actions for
Oracle and Database Servers on the Hyper-V platform (due to the lack of API
support for virtual storage).

Virtual Datacenter

None

Workload Optimization Manager does not recommend actions for a Virtual Datacen-
ter. Instead, it recommends actions for the entities that provide resources to the Virtu-
al Datacenter.

Business User

Move
Move a Business User between desktop pools to address:
= Resource congestion on the image

When utilization is consistently near capacity for image resources, Workload
Optimization Manager can recommend moving a Business User to a desktop
pool that serves larger images.

= Resource congestion on the desktop pool

When utilization is consistently near capacity for the desktop pool, Workload
Optimization Manager can recommend moving a Business User to a desktop
pool that has more available resources.

NOTE:

To support moves, you must configure placement policies that merge similar-
ly configured desktop pools. For details, see Desktop Pool Placement Policies
(on page 308).

Desktop Pool

None

Workload Optimization Manager does not recommend actions for a desktop pool. It
recommends actions for the Business Users running active sessions in the pool.

View Pod None
Workload Optimization Manager does not recommend actions for a view pod. Instead,
it recommends actions for the Business Users that are running active sessions.

Host = Start

Start a suspended host when there is increased demand for physical re-
sources.

= Provision

Provision a new host in the environment when there is increased demand for
physical resources. Workload Optimization Manager can then move workloads
to that host.

= Suspend

When physical resources are underutilized on a host, move existing workloads
to other hosts and then suspend the host.
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Entity Type Supported Actions

= Reconfigure

Workload Optimization Manager generates this action in response to changing
demand for software licenses. For details, see License Policy (on page 917).

For details, see Host Actions (on page 312).

Chassis None
Workload Optimization Manager does not recommend actions for a chassis.

Datacenter None

Workload Optimization Manager does not recommend actions for a datacenter. In-
stead, it recommends actions for the entities running in the datacenter.

Storage = Move
For high utilization of physical storage, move datastore to a different disk array
(aggregate).
= Provision
For high utilization of storage resources, provision a new datastore.
* Resize
Increase or decrease the datastore capacity.
= Start
For high utilization of storage resources, start a suspended datastore.
= Suspend

For low utilization of storage resources, move served VMs to other datastores
and suspend this one.

= Delete
Delete a datastore or volume that has been suspended for a period of time.
For details, see Storage Actions (on page 321).

Logical Pool * Resize

= Provision

=  Move

= Start

= Suspend
Disk Array = Provision

For high utilization of the disk array’s storage, provision a new disk array (rec-
ommendation, only).

= Start
For high utilization of disk array, start a suspended disk array (recommenda-
tion, only).

= Suspend

For low utilization of the disk array’s storage, move VMs to other datastores
and suspend volumes on the disk array (recommendation, only).

= Move
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Entity Type Supported Actions

(Only for NetApp Cluster-Mode) For high utilization of Storage Controller re-
sources, Workload Optimization Manager can move an aggregate to another
storage controller. The storage controllers must be running.

For high IOPS or latency, a move is always off of the current disk array. All the
volumes on a given disk array show the same IOPS and Latency, so moving to
a volume on the same array would not fix these issues.

= Move VM

For high utilization of Storage on a volume, Workload Optimization Manager
can move a VM to another volume. The new volume can be on the current disk
array, on some other disk array, or on any other datastore.

For high IOPS or latency, a move is always off of the current disk array. All the
volumes on a given disk array show the same IOPS and Latency, so moving to
a volume on the same array would not fix these issues.

= Move Datastore

To balance utilization of disk array resources, Workload Optimization Manager
can move a datastore to another array.

Storage Controller Provision

For high utilization of the storage controller’s CPU, provision a new storage controller,
and then move disk arrays to it.

10 Module None

Workload Optimization Manager does not recommend actions for an |0 Module.

Switch Resize

Resize PortChannel for a switch to increase bandwidth.

Action Types

Workload Optimization Manager performs the following general types of actions:

Placement — Place a consumer on a specific provider

Scaling — Resize allocation of resources, based on profitability
— Resize up, shown as a required investment
— Resize down, shown as savings

Discount Optimization — Increase discount (on page 30) coverage and reduce costs by scaling VMs to instance types
that are charged discounted rates

Configuration — Correct a misconfiguration

Start/Buy — Start a new instance to add capacity to the environment, shown as a required investment. For cloud
environments, purchase discounts (on page 30) to reduce costs.

Stop — Suspend an instance to increase efficient use of resources, shown as savings
Delete — Remove storage (for example, datastores on disk arrays or unattached volumes).
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Placement

Placement actions determine the best provider for a consumer. These include initial placement for a new entity, and move
actions that change a consumer to use a different provider. For example, moving a VM assigns it to a different host. Moving a
VM’s storage means the VM will use a different datastore.

Placement Constraints

When making placement decisions, Workload Optimization Manager checks for placement constraints to limit the set of
providers for a given consumer. It respects automatic placement constraints, including cluster boundaries and DRS rules. It also
considers user-configured constraints defined in a placement policy to ensure compliance to specific business requirements.

Reviewing the constraints on an entity helps you understand the actions that Workload Optimization Manager recommends. If an
action seems questionable to you, then you should look at the constraints on the affected entities. It's possible that some policy
or constraint is in effect, and it keeps Workload Optimization Manager from recommending a more obvious action. For details,
see Entity Placement Constraints (on page 52).

You can run plans to see what happens if you turn off constraints, or disable or enable certain placement policies.

Effective CPU Capacity

CPU processor speed is not necessarily an effective indicator of CPU capacity. For example, processor architecture can make a
slower CPU have a greater effective capacity. Newer models of machines can often have fewer cores or less clock speed, but
still have a higher effective capacity.

When placing VMs on hosts in the on-prem environment, Workload Optimization Manager discovers the effective CPU capacity
of your hosts. This increases the accuracy of placement calculations so that newer, more efficient hosts will show a greater
effective capacity than less efficient hosts that might have larger or faster processors.

To discover the effective capacity, Workload Optimization Manager uses benchmark data from spec.org. This benchmark data
maps to effective capacity settings that Workload Optimization Manager uses to make placement calculations.

You can see a catalog of these benchmark data and choose from listed processors when you edit Host templates. For more
information, see Selecting CPUs from the Catalog (on page 523).

Shared-Nothing Migration Actions

If you have enabled both storage and VM moves, Workload Optimization Manager can perform shared-nothing migrations,
which move the VM and the stored VM files simultaneously. For details, see Shared-Nothing Migration (on page 274).

Cross-vCenter vMotion

VMware vSphere 6.0 introduces functionality that enables migration of virtual machines between different vCenter Server
instances. Workload Optimization Manager supports this capability through Merge placement policies (see Creating Placement
Policies (on page 88)). It considers cross-vCenter locations when calculating placement, and can recommend or execute
moves to different vCenter servers.

Moves on the Public Cloud

On the public cloud you do not place workloads on physical hosts. In the Workload Optimization Manager Supply Chain, the
Host nodes represent availability zones. Workload Optimization Manager can recommend moving a workload to a different
zone, if such a move can reduce your cloud cost. These moves recognize constraints, such as availability of instances types and
discounts (on page 30) in the given zones.

In AWS environments, a VM can use Elastic Block Stores (EBS) or Instance Storage. If the VM's root storage is EBS, then
Workload Optimization Manager can recommend a VM move. However, because Instance Storage is ephemeral and a move
would lose the stored data, Workload Optimization Manager does not recommend moving a VM that has Instance Storage as its
root storage.
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If a VM is running within a billing family, then Workload Optimization Manager only recommends moving that VM to other regions

within that billing family.

In AWS environments that use Rls, Workload Optimization Manager recognizes Availability Zones that you have specified for
your RI purchases. For move and resize actions, Workload Optimization Manager gives precedence to these Rls in the given
zone. All else being equal for a given zone, if you have Zone Rls with reserved capacity and Rls that do not reserve capacity,
Workload Optimization Manager will use the Zone Rl first.

Scaling

Scaling actions update capacity in your environment. For vertical scaling, Workload Optimization Manager increases or
decreases the capacity of resources on existing entities. For horizontal scaling it provisions new providers. For example,
provisioning a host adds more compute capacity that is available to run VMs. Provisioning a VM adds capacity to run
applications.

Workload Optimization Manager can provision the following:

= Containers

= VMs
= Hosts
= Storage

= Storage Controllers (only for planning scenarios)
= Disk Arrays
Under certain circumstances, Workload Optimization Manager can also recommend that you provision a virtual datacenter.

Storage Resize Actions

Any storage resize action impacts both the storage entities and the entities managed by the given hypervisor. However, not

all hypervisors recognize changes to the storage capacity. After executing a storage resize, Workload Optimization Manager
indicates that the resize action has succeeded but a hypervisor might not show the corresponding change in storage capacity.
this occurs, then you must refresh the hypervisor target so Workload Optimization Manager can discover the storage changes.

To avoid this situation, you can set the action mode to Manual or Recommend for storage resize actions. In that way, you can
perform the resizes yourself, and then manually refresh your hypervisors.

Scaling on the Public Cloud

On the cloud, scaling actions change the VM to a different instance type. These can include:
= Changing a VM to an instance type with different capacity
= Changing a VM to an instance type that is charged a discounted rate

For these actions, the action list shows the current cost for the source workload, and also the projected cost given the change
To show the current cost, Workload Optimization Manager uses the actual costs for that workload. However, to show the
projected cost it uses an estimate based on average utilization for the VM, for the costs of the given tier.

Note that scaling to an instance type that is charged a discounted rate can result in running the VM on a larger instance when
the cost is lower. This might occur even though the VM does not need that capacity and there are other smaller instance types
available.

In Azure environments, there are circumstances where a VM resize can be especially disruptive. In a given region, the
infrastructure can be made up of different clusters that have different sets of underlying hardware. Further, some tiers that are
available in the given region are only available on different clusters. If Workload Optimization Manager recommends resizing
from a tier on one cluster, to a tier on another cluster, then the resize action can take longer to complete than usual.

If
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In both Azure and AWS environments, Workload Optimization Manager conforms to specific instance requirements as it
generates resize actions. For more information, see:

= Azure Instance Requirements (on page 196)
= AWS Instance Requirements (on page 194)

Discount Optimization

To reduce your cloud costs, Workload Optimization Manager can recommend scaling VMs to instance types that are charged
discounted rates.

= Discount Utilization (on page 502)

This chart shows how well you have utilized your current discount inventory (on page 499). The desired goal is to
maximize the utilization of your inventory and thus take full advantage of the discounted pricing offered by your cloud
provider.

= Discount Coverage (on page 497)

This chart shows the percentage of VMs covered by discounts. If you have a high percentage of on-demand VMs, you
should be able to reduce your monthly costs by increasing coverage. To increase coverage, you scale VMs to instance
types that have existing capacity.

= Discount Inventory (on page 499)
This chart lists the cloud provider discounts discovered in your environment.

Discount optimization actions are not executed by Workload Optimization Manager users. They reflect capacity reassignments
performed by your cloud provider.

Configuration

These are reconfigure and resize actions. Reconfigure actions can add necessary network access, or reconfigure storage.
Resize actions allocate more or less resource capacity on an entity, which can include adding or reducing VCPUs or VMem on a
VM, adding or reducing capacity on a datastore, and adding or reducing volumes in a disk array.

Workload Optimization Manager can reconfigure the following:
= VMs
= Containers
= Storage
= Disk Arrays
= Virtual Datacenters

Start/Buy

Workload Optimization Manager can recommend that you start a suspended entity to add capacity to the environment. It can
also recommend purchasing cloud provider discounts (on page 30) to reduce costs for your current workload.

Stop

Stop actions suspend entities without removing them from the environment. Suspended capacity is still available to be brought
back online, but is currently not available for use. Suspended resources are candidates for termination.

Workload Optimization Manager can suspend the following:
= Application Components
= Container Pods
= Disk Arrays
= Hosts
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= Storage (on-prem)
= Virtual datacenter

Delete

Delete actions affect storage. For example, Workload Optimization Manager might recommend that you delete wasted files to
free up storage space, or delete unused storage in your cloud environment to reduce storage costs.

Wasted Storage in Azure Environments

In Azure environments, Workload Optimization Manager can identify unmanaged storage as unattached volumes, recommend
that you remove this unused storage, and then show estimated savings after you remove this storage and no longer pay for it.
The savings that Workload Optimization Manager shows are estimates based on the overall cost for that storage, since Azure
does not provide specific values for the cost per volume or cost for the amount of storage that is in use for a given volume. If
the estimated savings appear unusually high, then you should identify which storage the actions will remove, and review your
billing to calculate the costs with more precision.

Action Categories

Workload Optimization Manager groups entries in the Actions List by different categories. These categories do not strictly define
the severity of an issue, but they indicate the nature of the issue.

Performance Assurance

Ultimately, the reason to manage workloads in your environment is to assure performance and meet QoS goals. When Workload
Optimization Manager detects conditions that directly put QoS at risk, it recommends associated actions in the Performance
category. You can consider these critical conditions, and you should execute the recommended actions as soon as possible.

Actions Risks/Opportunities
= Provision a new VM, Host, Datastore = <Resource> Congestion
= Increase or decrease the number of VCPUs High utilization of application resources. High utiliza-

- Provision a new container or container pod tion of resources on workload, host, or datastore.

= Resize heap for an Application Component

= Scale the resource capacity on an entity

Efficiency Improvement

Efficient utilization of resources is an important part of running in the desired state. Running efficiently maximizes your
investment and reduces cost. When Workload Optimization Manager discovers underutilized resources, it recommends actions
to consolidate your operations. For example, it can recommend that you move certain VMs onto a different host. This can free a
physical machine to be shut down.

Actions Risks/Opportunities
=  Move VM = Overprovisioning
= Start or suspend VM Excess resource capacity in a provider.

= Buy discounts (on page 30)

= Scale down resource allocation
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Prevention

Workload Optimization Manager constantly monitors conditions, and works to keep your environment running in a desired
state. As it finds issues that risk moving the environment out of this state, it recommends associated actions in the Prevention
category. You should attend to these issues, and perform the associated actions. If you do not, the environment may drift away
from the desired state, and the QoS for some services may be put at risk.

Actions

Risks/Opportunities

= Resize vCPU and vMem
= Move VM or storage
= Start VM or host

= <Resource> Congestion

High resource utilization on the named VM or datas-
tore. For example, CPU congestion or memory con-
gestion can occur on a VM, or an IOPS bottleneck
can occur on a datastore.

= Workload Balancing

Excess workload on a given physical machine that
can be addressed by moving a VM to another host.

Compliance

A virtual environment can include policies that limit availability of resources. It’s possible that the environment configuration
violates these defined policies. In such cases, Workload Optimization Manager identifies the violation and recommends actions

that bring the entity back into compliance.

Actions

Risks/Opportunities

=  Move VM
= Move container
= Provision VM, Host, Datastore

= Misconfiguration
Container configuration is in violation of a policy.
= Placement Violation

The placement of a VM is in violation of a Workload
Optimization Manager policy or an imported Place-
ment Policy.

= Misconfiguration

The configuration violates discovered requirements.
For example, a VM is configured to access a network
that is not available from the current cluster.

Action Modes

Action modes specify the degree of automation for the generated actions. For example, in some environments you might not
want to automate resize down of VMs because that is a disruptive action. You would use action modes in a policy to set that

business rule.

Workload Optimization Manager supports the following action modes:

= Recommend — Recommend the action so a user can execute it via the given hypervisor or by other means

= Manual — Recommend the action, and provide the option to execute that action through the Workload Optimization

Manager user interface

= Automatic — Execute the action automatically
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For automated resize or move actions on the same entity, Workload Optimization Manager waits five minutes between
each action to avoid failures associated with trying to execute all actions at once. Any action awaiting execution stays
in queue. For example, if a VM has both vCPU and vMem resize actions, Workload Optimization Manager could resize
vCPU first. After this resize completes, it waits five minutes before resizing vMem.

The Pending Actions charts only count actions in Recommend or Manual mode.
Automated actions appear in the following charts:

= All Actions chart on the Home Page and the On-prem Executive Dashboard
= Accepted Actions chart on the Home Page

Setting Action Modes

To set action modes for specific entities, you can edit the Workload Optimization Manager automation policies. This is how
you specify the default action modes, or set special action modes for a given group or cluster. For more information, see
Automation Policies (on page 92).

Action Orchestration

Workload Optimization Manager policies can also include Action Orchestration settings. These settings determine whether
Workload Optimization Manager executes the actions, or whether to map the actions to workflows managed by external
orchestrators. If you want to execute via an orchestrator workflow, you must set the action mode to Manual or Automatic. For
more information about action orchestration, see Setting Up Action Orchestration (on page 107).

Action Mode Overrides
Under some conditions, Workload Optimization Manager changes the action mode of an action from Manual to Recommend.

Workload Optimization Manager makes this change as a safeguard against executing actions that the underlying infrastructure
cannot support. For example, assume you have VM move actions set to Manual. Then assume Workload Optimization Manager
analysis wants to move a VM onto a host that is already utilized fully. In this case, there would be other actions to move
workloads off of the given host to make room for this new VM. However, because moves are Manual, the host might not be
properly cleared off yet. In that case, Workload Optimization Manager changes actions to move workloads to the host from
Manual to Recommend.

For cloud environments, some instances require workloads to be configured in specific ways before they can move to those
instance types. If Workload Optimization Manager recommends moving a workload that is not suitably configured onto one of
these instances, then it changes the action mode from Manual to Recommend, and then describes the reason.

Working With the Generated Actions

When you start using Workload Optimization Manager, all the actions that the product generates appear as pending. You can
view them in the Pending Actions charts and then decide whether to execute and/or automate them. You can also disable them.
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Workload Optimization Manager will never execute actions automatically, unless you tell it to. If you examine the default policies
that ship with the product, you will notice that these policies do not enable automation on any action. Workload Optimization
Manager gives you full control over all automation decisions.
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When you first see the pending actions, you execute many of them to see immediate improvements in performance and
utilization. Over time, you develop and fine-tune your action-handling process to meet productivity goals and respond to
changing business needs. This process could lead to the following key decisions:

= Disabling actions that should never execute, such as those that violate business rules
Workload Optimization Manager will not consider recommending disabled actions when it performs its analysis.
= Allowing certain actions to execute automatically, such as those that assure QoS on mission-critical resources

Automation simplifies your task, while ensuring that workloads continue to have adequate resources to perform
optimally. As such, it is important that you set the goal of automating as many actions as possible. This requires
evaluating which actions are safe to automate, and on which entities.

= Continuing to let Workload Optimization Manager post certain actions so you can execute them on a case-by-case basis
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For example, certain actions might require the approval of specific individuals. In this case, you would want Workload
Optimization Manager to post those actions for review and only execute the actions that receive an approval.

These are the actions that you would look for in the Pending Actions charts. They no longer show after you execute

them, if you disable or automate them, or if the environment changes in the next market analysis such that the actions

are no longer needed.

What You Can Do:

= View and execute pending actions: See Pending Actions (on page 75).

= See the different display views for the pending actions charts: See Pending Actions Charts (on page 452).

= Scope pending actions in the Home Page: See Pending Actions Scope (on page 77).

= See a running history of generated and executed actions: See Actions Charts (on page 454).

= Review the default policies that drive the actions the product generates.

= Create and run plans to simulate different conditions, and see what actions will keep things healthy under those
conditions: See Plan Management (on page 343).

Pending Actions

Workload Optimization Manager treats all the non-automated actions that it generates as pending and shows them in the

Pending Actions charts.
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automate these actions, create an automation policy (on page 97) or change the action mode to Automatic in the default

policies (on page 93).

Workload Optimization Manager can execute up to five actions at a time, and queues any new incoming actions for later

execution.
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Default Pending Actions Charts

Each time you log in to the user interface, Workload Optimization Manager immediately shows the Pending Actions charts on
the Home Page's HYBRID view. These charts provide a summary of the actions that require your attention, and entry points to
the Pending Actions List (on page 79).

NOTE:
You can also add these charts to any of your dashboards (on page 440).
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By default, a text chart and a list chart display in the Home Page, with the scope set to Global Environment.

You can change the chart type by clicking the icon on the upper-right corner of the chart. For details about the available chart
types, see Pending Actions Charts (on page 452).

Pending Actions - Text Chart

The text chart shows the estimated costs or savings associated with the pending actions, and the number of actions for each
action type (on page 67).
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NOTE:

The text chart is also available in the ON-PREM or CLOUD view, with data scoped to the selected environment.

Pending Actions - List Chart

The list chart shows a partial list of pending actions, ordered by the severity of the associated problems.

Pending Actions

Global Environmen

Scale Virtual Machine ...

Resize up Heap for Applic...

Resize up Heap for Appilic...

Resize up Threads for Ap...

@ i

FERFOH

FERFOI

FERFOH

EST, INVESFERFOH

Show all 177 Actions »

Pending Actions Scope

To perform Application Resource Management, Workload Optimization Manager identifies actions you can take to avoid
problems before they occur. You can perform these actions manually, direct Workload Optimization Manager to perform the

actions on command, or direct Workload Optimization Manager to perform actions automatically as they arise.

There are several ways to scope pending actions in the Home Page.
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CISC
Click to filter pending actions by entity type, action type, or entity.
3
Virtual Application Pending Actions i Pending Actions i
l (o ——
$707 Prowvision Storage L IIIII .
4 a— 121 I mo e : e
Database Apple Ation e | Provision Storage MIDDCT/DSY Vi
T 1 $200
B 4{ M6 one time Scabe Database Server from db W
P, T —
|| I . Seabe Virtual Maching i fraer m S—
' EY AVINGS: SPERFOSL
| 21 6
| M/ Buy Act » A
|| ' Remaove VMerm limit for Virtual Machine
| S H
Virtual Data Center i Ghow all 770 Adtions &
L l | i

Click to view all pending actions.
To view all pending actions, click Show all Actions in the Pending Actions chart.

Click one of the following to narrow the scope of pending actions:
= An entity type in the supply chain.

59).

Workload Optimization Manager generates actions based on how entity types use or provide resources, and what each
entity type supports. For details on the actions that each entity type supports, see Actions by Entity Type (on page

Only entity types with risks (critical, major, or minor) have pending actions. Hover on the entity type to see a breakdown
of risks.
An action type in the text chart

An entity name in the list chart
NOTE:

If you are in the ON-PREM or CLOUD view, the text chart displays by default. Switch to the list chart to see the
entity names.

If you clicked Show all Actions or an action type, the Pending Actions List (on page 79) displays immediately.

If you clicked an entity type or an entity name, an Overview page displays first. In that page, click the Actions tab to view the
Pending Actions List.
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OVERVIEW DETAILS POLICIES LIST OF VIRTUAL MACHINES (312)

PT m& Resize to mSa h L —
E Seale Virual Machine SJRAEERROITOA WM WS rge S0 . e EST. SAVINGS: S0.907 / HR PERFORMANCE [ o»t
EFRICIENCY »

Remaove Yiem limit for Virtual Machine A)_Test to maximize efficiency

Scale Virtual Machine PT_ARM from allarge to a1 xlarge
5T MPAESTMENT: 35,081 7 HA PEREORAMLANTE ¥

&

Mowve Volume vol-0161 222647630490 7 of Virtwal Maching
3T PAASTRMENT 10.04% 7 HR FREVINTION ¥

e e i T S Suaieaih WL WP WL S PR

The Pending Actions List includes additional features to narrow the scope further. You can search for specific actions using
meaningful keywords or use filters. For details, see Pending Actions List (on page 79).

Pending Actions List

The Pending Actions List includes all the actions that Workload Optimization Manager currently recommends for the given scope
(for details, see Pending Actions Scope (on page 77)).

You can select actions to execute, and you can expand action items to see more details.

172 Pending Actions x

i Resize up Heap for Application Server Apg Ap_. 2] from 4.883 GB...
-"',
D Scale Virtual Machine 2 tim | A from Standard_A1_v2 to 5ta..
ST, INSTSTRAENT: §10 7 K80 PERFORRBANCE »
I:‘ Scale Virtual Machine al ity G in from Sta.,
ST INVESTRIENT: 8177 680 PERFOARMANCE »
I:l Scale Virtual Machine spclgSkeaj-worker in EA ! fro...
AT, LG 15 7 M0 PERIGRMAMNEE »
D Scale Virtwal Machine AppDTurbod N2 (4% 1f...5fin t from 5.
EST. INVESTMENT, $17/ M0 PERFORMANCE »
Scale Virtual Machine i-D0acs8621 B030efe in Product Ma__e from 2. xlarge tor..
@ EST. INVESTMENT: $29/  PERFORMANCE »
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A. Actions List

Each row in the actions list shows:
= The specific action that Workload Optimization Manager recommends.

= If applicable, the estimated investment needed to successfully execute the action or the resulting savings after
performing the action

= The action category (on page 71).

By default, actions display by the severity of the associated problems, indicated by the thin colored line before the checkbox.
Use the Filter functionality to change the order by other categories.

Select one or several actions to execute and click Apply Selected.

If you see an action with:

= A grayed-out checkbox ()
The action is recommended-only.
Possible reasons:

— The action mode is Recommend or the underlying technology for the entity does not support automation. This
means you have to perform the action outside Workload Optimization Manager.

The Action Details page indicates that the action is blocked by a policy.
— An action that is otherwise executable cannot be executed currently due to prerequisite actions.

For example, in order to suspend Host A, VM_01 in the host must first move to Host B. However, Host B only
has capacity for one VM and is currently hosting VM_02. In this case, Host A suspension is blocked by two
prerequisite actions - VM_02 moving to another host and VM_01 moving to Host B.

The Action Details page for the main action (Host A suspension in the example) indicates that there are actions
on the target or destination that need to be executed first.

When all the prerequisite actions have been executed, the main action becomes executable.

- A grayed-out checkbox and a prohibition symbol (&)

You need to perform some prerequisite steps outside Workload Optimization Manager before you can execute the
action. Hover on the checkbox to see the prerequisite steps.

. Scale VM ComplianceMove? In Development from t2.micro to t3.nano A —— 3
 To execute this action, enable NvMe for :
' hhﬁ“ ' e lm : rrﬂ EST. SAVINGS: $200 EFFICIENLCY k.

B. Action Details

Click the arrow icon to expand the entry and view action details.
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Action details include:
A description of the recommended action, such as Scale Virtual Machine....

NOTE:
The action item gives the names of the affected entities. You can click on these entity names to drill down and

set the Home Page scope to that specific entity. To return after drilling down to an entity in the action details, use
the browser's Back button.

Immediately below the description, a summary of requirements, risks, opportunities, or reasons for the recommended

action
= The impact of executing the action.

For more information, see Action Details (on page 83).

C. Search

For a long list of pending actions, use search to narrow the results.

Workload Optimization Manager 3.6.3 User Guide

81



Getting Started CI5CO

Q| turbo = FWTER
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Filter pem:ling actions
- Refine results RESET APPLY
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-
Action Type
Action Mode
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Action Prerequisite E Severity

Sort pending actions

When you click Filter, you can:

= Filter the list by action type (on page 67), action mode (on page 72), action category (on page 71), action
prerequisite, or any combination of these items.

= Sort the actions in ascending or descending order by severity, name of the action target, risk category, or savings
amount.

Workload Optimization Manager determines action severity by the amount of improvement the affected entities will gain
by executing the action. Action severities are:

— Minor — Issues that affect cost or workload distribution, but not impact the QoS your users will experience
— Major — Issues that can affect QoS and should be addressed

—  Critical — Issues that affect the QoS that your environment can deliver, and you are strongly advised to address
them
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For example:

= To see only the actions that you can execute through the Workload Optimization Manager user interface, filter the list by
action mode and select Manually executable.

FILTER

Action Mode - equals - Manually executable -

2 ADD CRITERIA

= To see only resize actions that are manually executable and that give efficiency improvements, set the filter as follows:

FILTER
Action Type - equals - Scaling -
Action Mode - equals - Manually executable -
Action Category - equals - Efficiency Improvement
& ADD CRITERIA

E. Download

Download the pending actions list as a CSV file.

Action Details

Each action in the Pending Actions list comes with a description and additional details to help you understand why Workload
Optimization Manager recommends it and what you would gain if you execute it.

At first glance, some individual actions might appear trivial and it is instinctively convenient to ignore them. It is important
to keep in mind that executing a single action can impact other workloads in a meaningful way, helping move these other
workloads closer to their desired state.
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Example
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In the image shown above, the action details indicate that scaling the virtual machine to a different instance type impacts
discount coverage in a meaningful way. By increasing discount coverage from 0% to 100%, the projected hourly on-demand
cost drops to S0, bringing estimated savings of $502 per month.

Utilization Charts

Workload Optimization Manager uses percentile calculations to measure resource utilization more accurately, and drive actions
that improve overall utilization and reduce costs for cloud workloads. When you examine the details for an entity or pending
action, you will see charts that highlight resource utilization percentiles for a given observation period, and the projected
percentiles after you execute the action.

'— Scale Virtual Machine Dy r from Standard_B4ms to Standard_E2s_ w3

] e -
‘_..-"'- .,
{ VCPU PERCENTILE AND AVG. UTILIZATION © VMEM PERCENTILE AND AVG. UTILIZATION @ i
] o @ L
-.‘\_ 'y "‘;

VIRTUAL MACHINE DETAILS

TR 1] SUESCRIFTION
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The charts also plot daily average utilization for your reference. If you have previously executed scaling actions on the entity, you
can see the resulting improvements in daily average utilization. Put together, these charts allow you to easily recognize utilization
trends that drive Workload Optimization Manager's recommendations.

Notes:
= You can set constraints in policies to refine the percentile calculations.

= After you execute an action, it might take some time for the charts to reflect the resulting improvements.

Entities with Utilization Charts

Utilization charts display for actions on the following entity types:

Entity Type

Monitored Resources

Percentile Utilization

Average Utilization

Notes

Virtual Machine

= vCPU
= vMem

= vCPU
= vMem

For on-prem VMs, you will
see either a VCPU or VMem
chart, depending on the
commodity that needs to
scale. For cloud VMs and
VMs in Migrate to Cloud
plans, both charts display.

These charts also appear
when you scope to a giv-
en VM (on-prem or cloud)
and view the Details page.
They also appear in Migrate
to Cloud plan results.

Virtual Machine Spec

= vCPU

= vMem

= vCPU

= vMem

= Storage

= Number of replicas

See Virtual Machine Spec
Actions (on page 218).

Database (cloud)

= DTU Pricing Model

= DTU Pricing Model

See Cloud Database Actions
(on page 253).

- DTU - DTU
= vCore Pricing Model — Storage
- vCPU = vCore Pricing Model
—  vMem - vCPU
— l0PS -  vMem
—  Throughput - IOPS
—  Throughput
— Storage
Database Server (cloud) = VvCPU = VvCPU See Cloud Database Server
. vMem - vMem Actions (on page 230).
- |OPS = IOPS
Volume (cloud) = IOPS = IOPS These charts also appear

= Throughput

= Throughput

when you scope to a given
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Monitored Resources

Entity Type Notes
Percentile Utilization Average Utilization

volume and view the Details
page.

See Cloud Volume Actions
(on page 243).

Workload Controller = vCPU limits and re- = vCPU limits, throt- See Container Actions (on
quests tling, and requests page 153).
= vMem limits and re- =  vMem limits and re-
quests quests

Actions Tips and Best Practices

To get the best results from Workload Optimization Manager’s Application Resource Management, you should set as many
actions as possible to Automated. If you want to approve any changes, set the actions to Manual.

At first glance, individual actions might appear trivial and it is instinctively convenient to ignore them. It is important to keep in
mind that executing a single action can impact other workloads in a meaningful way, helping move these other workloads closer
to their desired state. However, if you find that a recommended action is not acceptable (for example, if it violates existing
business rules), you can set up a policy with your preferred action.

In some cases, actions can introduce disruptions that you want to avoid at all costs. For example, during critical hours, Workload
Optimization Manager might execute a resize action on a mission critical resource, which then requires that resource to restart.
It is important to anticipate these disruptions and plan accordingly. For example, you can create a group for all critical resources,
scope the group in an automation policy, set the action mode to Automatic, and then set the schedule to off-peak hours or
weekends. For details on setting schedules, see Setting Policy Schedules (on page 105).

Resize Actions
Allow VMs that have hot-add enabled to automatically resize up.

Use Tuned Scaling to automatically resize VM and storage resources when the resize amount falls within an acceptable range,
and for Workload Optimization Manager to notify you when the amount falls outside the range so you can take the most
appropriate action. For details, see Tuned Scaling for On-prem VMs (on page 270).

After executing a storage resize, Workload Optimization Manager indicates that the resize action has succeeded but the
hypervisor might not show the corresponding change in storage capacity. If this occurs, perform a manual refresh of the
hypervisor so it can discover the storage changes.

Move Actions
Workload Optimization Manager recommends automating host and storage migration.

Use placement constraints if you have placement requirements for specific workloads in your environment (for example,

all production virtual machines moving only to specific clusters). Workload Optimization Manager can automatically import
placement policies when you add a target, or you can create new placement policies. For more information, see Placement
Policies (on page 87).
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Working With Policies

Policies set business rules to control how Workload Optimization Manager analyzes resource allocation, how it displays resource
status, and how it recommends or executes actions. Workload Optimization Manager includes two fundamental types of
policies:

= Placement Policies

To modify workload placement decisions, Workload Optimization Manager divides its market into segments that
constrain the valid placement of workloads. Workload Optimization Manager discovers placement rules that are defined
by the targets in your environment, and you can create your own segments.

= Automation Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our
analysis. These settings are specified in a set of default automation policies for each type of entity in your environment.
For some scopes of your environment, you might want to change these settings. For example, you might want to change
action automation or constraints for that scope. You can create policies that override the defaults for the scopes you
specify.
The Policy Management page shows all the currently defined policies. From this page you can:

= Create new policies.

= Delete a user-created policy.

= Edit a default or user-created policy.

= Enable or disable discovered placement policies. For a Workload Optimization Manager segment (a placement policy
that was created in Workload Optimization Manager), you can edit the policy definition as well as enable/disable it.

To see the policies that are applied to a scope, go to the Search page and set the Workload Optimization Manager session to
that scope. Then show the Policy view. For more information, see Scope Policies (on page 51).

Things You Can Do

= Manage Imported Placement Policies - Importing Workload Placement Policies (on page 88)
= Create a Placement Policy - Creating Placement Policies (on page 88)
= Create a Scoped Automation Policy - Creating Scoped Automation Policies (on page 97)

= Create an Orchestration Policy - Action Orchestration (on page 107)

Placement Policies

To optimize your environment, Workload Optimization Manager recommends actions to place workloads such as applications,
containers, or VMs on their providers. Workload Optimization Manager can recommend these actions, or execute them
automatically.

When calculating workload placement, Workload Optimization Manager respects cluster boundaries, networks, and provisioned
data stores. In addition, the configuration of your environment can specify logical boundaries, and within Workload Optimization
Manager you can create even more boundaries. These boundaries impose segments on the market that Workload Optimization
Manager uses to model your application infrastructure.

In finance, a market segment divides the market according to the criteria different groups of people use when they buy or sell
goods and services. Likewise in the Workload Optimization Manager market, a workload placement segment uses criteria to
focus the buying and selling of resources within specific groups of entities. This gives you finer control over how Workload
Optimization Manager calculates moves. When managing segments you can:

= Review the placement policies that Workload Optimization Manager has discovered. These are policies that have been
defined in your environment, outside of Workload Optimization Manager. See Importing Workload Placement Policies
(on page 88).

= Create placement segments that restrict workload placement according to specific rules. See Creating Placement
Policies (on page 88).
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NOTE:
You can enable or disable any imported policy or created workload placement segment to affect placement calculations
in the real-time environment or in plans.

Importing Workload Placement Policies

The hypervisors that you set as targets can include placement policies of their own. Workload Optimization Manager imports
these placement policies, and considers them to be constraints on placement. You cannot disable these imported policies for
real-time analysis, but you can disable them for plans.

Workload Optimization Manager imports:
= vCenter Server DRS Rules
See " Other Information Imported from vCenter " in the Target Configuration Guide
= Virtual Machine Manager Availability Sets

See " " in the Target Configuration Guide

= Flexera One License Specifications
See " Flexera" in the Target Configuration Guide

NOTE:

In vCenter environments, Workload Optimization Manager does not import DRS rules if DRS is disabled on the
hypervisor. Further, if Workload Optimization Manager did import an enabled DRS rule, and somebody subsequently
disables that DRS rule, then Workload Optimization Manager will discover that the rule was disabled and will remove the
imported placement policy.

Creating Placement Policies

Placement Policies set up constraints to affect how Workload Optimization Manager calculates the placement of workloads in
your environment. In this way, you can direct Workload Optimization Manager to recommend actions that satisfy business rules
for your enterprise.

Workload Optimization Manager discovers Placement policies that have been defined in your environment, and you can also
create Placement policies through the Workload Optimization Manager user interface. Note that you can enable or disable any
Placement policy, both for real-time analysis and for planning scenarios.

Workload Optimization Manager supports the following placement policies:

= Place — Determine which entities use specific providers

For example, the VMs in a consumer group can only run on a host that is in the provider group. You can limit the
number of consumers that can run on a single provider — for hosts in the provider group, only 2 instances of VMs in the
consumer group can run on the same host. Or no more than the specified number of VMs can use the same storage
device.

=  Don't Place — Consumers must never run on specific providers

For example, the VMs in a consumer group can never run on a host that is in the provider group. You can use such a
segment to reserve specialized hardware for certain workloads.

= Merge — Merge clusters into a single provider group

For example, you can merge three host clusters in a single provider group. This enables Workload Optimization Manager
to move workload from a host in one of the clusters to a host in any of the merged clusters to increase efficiency in your
environment.
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= License — Set up hosts to provide licenses for VMs

For VMs that require paid licenses, you can create placement policies that set up certain hosts to be the VMs' preferred
license providers. Workload Optimization Manager can then recommend consolidating VMs or reconfiguring hosts in
response to changing demand for licenses.

1. Navigate to the Settings Page.

el

SETTINGS

Click to navigate to the Settings Page. From there, you can perform a variety of Workload Optimization Manager
configuration tasks.

2. Choose Policies.

O

_ Policies _
Click to navigate to the Policy Management Page.
This page lists all the policies that you currently have configured for Workload Optimization Manager.

3. Create a new Placement policy.

L_/,, Create a new policy x

POLICY MAME

TYFE

m DONT PLACE W ERGE LICEMSE

PLACE

Choose consumer type.. = SELECT GROUP
Lo
Choose provider type... & SELECT GROUP

o | Limit workload entities to placement group

[ ] Limitthe maximum number of workload entities per placement entity to

SAVE POLICY

First, select the type of Placement policy to create, then specify the settings:
= Give the policy a name
= Choose the policy type and make the settings

= Save the policy when you're done
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4. Create a Place policy.

POLICY NAME

TYPE

m DON'T PLACE MERGE LICEMSE

PLALCE

Choose consumer type.. 5 | SELECT GROUP

OM

Choose provider type... SELECT GROUP

|;| Limit workload entities to placement group

|' | Limit the maximum number of workload entities per placement entity o

These policies control where workload can be placed. For example, you can specify that a VM will only be placed on
a host that is a member of a specific cluster. Or you could specify that any applications in a specific group can only be
placed on a datastore that is a member of a specific group.

= Specify the consumer group — The group or cluster of entities that will be placed on the identified providers
= Specify the provider group — The group or cluster of entities that will provide resources to the consumers

= Limit workload entities to placement group — Set the policy to only place consumer entities on members of the
provider group

= Limit the maximum number of workload entities per placement entity to — Limit how many instances of the
consumer entities can be placed on a single provider

5. Create a Don't Place policy.

POLICY MAME
TYPE
PLACE DON'T PLACE MERGE LICEMSE
DOM'T PLACE
Choose consumer type.. ¥ SELECT GROUP
OM

Choose provider type... & SELECT GROUP
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These policies identify groups or clusters that will never host the consumer entities. For example, you can specify that
a VM will never be placed on a host that is a member of a specific cluster. Or you can specify that a set of non-critical
applications will never be placed on specialized hardware, as a way to ensure availability for critical applications.

= Specify the consumer group — The group or cluster of entities that will be excluded from the identified
providers

= Specify the provider group — The group or cluster of entities that will not provide resources to the consumers

6. Create a Merge policy.

POLICY NAME
TYPE
PLACE DON'T PLACE m LICENSE
MERGE
Choose consumer type.. s SELECT CLUSTERS

You can create placement policies that merge multiple clusters into a single logical group for the purpose of workload
placement.

For example, your environment might divide hosts into clusters according to hardware vendor, or by some other criteria.
Workload placement typically does not cross such cluster boundaries. However, there might be no technical reason to
apply these boundaries to workload placement. By creating a larger pool of provider resources, Workload Optimization
Manager has even more opportunities to increase efficiency in your environment.

For merge policies, keep the following considerations in mind:

= For most policies that merge host and storage clusters, the clusters you place in the Merge segment must be
members of the same datacenter.

= For vCenter environments, you can create placement policies that merge datacenters to support cross-vCenter
moves. In this case, where a datacenter corresponds to a given vCenter target, the merged clusters can be in
different datacenters. In this case you must create two merge policies; one to merge the affected datacenters,
and another to merge the specific clusters.

Also note that the clusters you merge must use the same network names on their respective datacenters.
To create a Merge policy, choose the type of entity to merge, and then select the groups you will merge.

7. Create a License policy.

POLICY MAME

TYPE

PLACE DON'T PLACE MERGE m

LICEMNSE

Choose consumer type.. ¥ SELECT GROUP

oM

SELECT GROUP

o

Choose provider type...
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Assume you have purchased a number of licenses for a database - you pay for the right to run that database on a
certain number of hosts. You can create a license policy to identify the hosts that provide the license, and the VMs that
can consume that license.

After you create the policy, Workload Optimization Manager can recommend the following actions in response to
changing demand for licenses:

= When demand is low, Workload Optimization Manager recommends consolidating VMs on as few license-
providing hosts as possible to reduce your license costs. To consolidate, you move VMs to another host and
then reconfigure the original hosts to remove their licenses. Note that Workload Optimization Manager will not
recommend suspending these hosts. Since they remain active, they can be reconfigured to become providers
when demand starts to exceed capacity.

For example, if you have Host_01 providing a license to VM_01 and Host_02 providing a license to VM_02, you
will see two recommendations - move VM_02 to Host_01 and then remove the license in Host_01. You will not
see a recommendation to suspend Host_01.

= When demand exceeds capacity, and there are hosts in the policy that currently do not provide licenses,
Workload Optimization Manager recommends reconfiguring those hosts to become providers and then moving
VMs to those hosts. If all hosts are currently providing licenses, Workload Optimization Manager recommends
adding licenses to the hosts to meet demand.

These actions are more efficient than provisioning new hosts.
To create a License policy:
= Specify the license consumers (VMs).
= Specify the license providers (hosts).

In addition to creating a license policy, you must also create host automation policies to allow Workload Optimization
Manager to recommend reconfigure actions on hosts. In the automation policies, add the license-providing hosts and
then enable the Reconfigure action.

8. When you have made all your settings, be sure to save the Policy.

Automation Policies

As Workload Optimization Manager gathers metrics, it compares the metric values against specified constraint and capacity
settings to determine whether a metric exhibits a problem, and what actions to recommend or execute to avoid a problem.
Workload Optimization Manager uses Automation Policies to guide its analysis and resulting actions. These policies can specify:

= Action Automation

Whether to execute automatically or manually, or whether to just recommend the action. For more information, see
Action Automation (on page 106).

= Action Orchestration and Action Workflows

Whether to have Workload Optimization Manager execute the action, have Workload Optimization Manager direct an
orchestrator to execute the action, or execute the action with a workflow. For more information, see Action Orchestration
(on page 107).

= Constraints and Other Settings

Settings that affect the Workload Optimization Manager analysis of the state of your environment. These include
operational, utilization, and scaling constraints.

For more information, see Constraints and Other Settings (on page 122).

Default and Scoped Automation Policies

Workload Optimization Manager ships with default Automation Policy setting for the different types of entities it can discover
in your environment. The settings for these default policies should be adequate to meet your initial business requirements.
These policies apply to the global scope - Unless you override them, they affect all the entities in your environment. For more
information, see Working With Default Automation Policies (on page 93).

Workload Optimization Manager can include scoped Action Policies, which override the default settings for certain entities.
With these policies you specify one or more groups of entities as the policy scope. You can also set a schedule to the policy to
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specify maintenance windows, or to support orchestration workflows that require approval before executing the given action.
For more information, see Working With Scoped Automation Policies (on page 96) and Setting Policy Schedules (on page
105).

Working With Default Automation Policies

Workload Optimization Manager ships with default Automation Policy settings for the different types of entities it can discover in
your environment. The settings for these default policies should be adequate to meet your initial business requirements. These
policies apply to the global scope - Unless you override their settings, they affect all the entities in your environment.

Over time you might learn that you want to make global changes to certain policy settings. For example, Enforce Non
Disruptive Mode is turned off by default. You might learn that in most cases you want to turn it on, and only turn it off for select
scopes. In that case, you would turn it on in the default Automation Policy for VMs, and then set scoped policies for those
groups of VMs for which you want to turn it off.

Relationships Between Default and Scoped Policies

Your default Automation Policies and scoped Automation Policies take effect in relation to each other. A default policy has a
global effect, while a scoped policy overrides the default policy for the entities within the indicated scope. You should keep the
following points in mind:

= Scoped policies override a subset of settings.

A scoped policy can override a subset of settings for the entity type, and for the remainder Workload Optimization
Manager will use the default policy settings on the indicated scope.

= When an entity applies conflicting scoped policies, Workload Optimization Manager applies the following tie breakers:

— A scheduled policy always takes precedence over a non-scheduled policy, even if the non-scheduled policy is
more conservative.

— Among scheduled policies with identical schedules, the most conservative setting wins.
— Among non-scheduled policies, the most conservative setting wins.
For example, a VM currently belongs to four groups with different policy settings.
— Group A policy: Resize VM in Manual mode every Saturday.
— Group B policy: Resize VM in Automatic mode every Saturday.
— Group C policy: Resize VM in Manual mode (no schedule).
— Group D policy: Resize VM in Recommend mode (no schedule).
Results:

— On a Saturday, Groups A and B policies take precedence over Groups C and D policies. The VM ultimately
applies the Group A setting because it is more conservative.

— On all the other days, only Groups C and D policies are active. The VM applies the Group D setting because it is
more conservative.

= Scoped policies always take precedence over default policies.
Even if the default policy has a more conservative setting, the setting in the scoped policy wins for entities in that scope.
= For a global effect, always use default policies.

Because of the conservative setting wins rule for scoped policies, you should never use a scoped policy to set a global
effect. For example, you can create a scoped policy for the All VMs group. If you then specify a conservative setting for
that policy, no other scoped policy can specify a more aggressive setting - the conservative setting will always win.

For this reason, you should always use default Automation Policies whenever you want to achieve a global effect.
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Viewing and Editing Default Automation Policies

To view or edit your default policies:

1. Navigate to the Settings Page.

el

SETTINGS

Click to navigate to the Settings Page. From there, you can perform a variety of Workload Optimization Manager

configuration tasks.

2. Choose Policies.

O

Policies

Click to navigate to the Policy Management Page.

This page lists all the policies that you currently have configured for Workload Optimization Manager.

3. On the Policy Management page, click Defaults.

O Policy Management

All P':""':.'E'E - 49 DEfﬂUIt PD”CiES
Imported Placement Policies - 4

Automation Policies - 23

i Defaults . 21

Turbonomic Segments > Application defaults

Application Server defaults

Business Application defaults

The page displays a list of all the default policies, by entity type.
4. Click the entity type whose default settings you wish to view or change.

)
%.
|

e i e

A fly-out appears with all the settings for that default policy. You can navigate to view different settings

5. Optionally, edit settings for this default policy.

Navigate to the settings you want to change, and enter a different value for each.

6. When you're done, click Save and Apply.

Global Default Policy

Use these settings to modify Workload Optimization Manager analysis globally for any scope of your environment. These

defaults affect both scoped automation policies and default automation policies.
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ACTION AUTOMATION

Disable All Actions
Attribute Default Setting
Disable All Actions OFF

When this is ON, Workload Optimization Manager dos not generate any actions for your environment. For example, assume you
have configured a number of polices that automate actions, but you want to stop making changes to the entire environment for
a period of time. Turn this ON to stop all execution with a single setting.

OPERATIONAL CONSTRAINTS

VM Growth Observation Period

Attribute Default Value

VM Growth Observation Period 1 month

Use this setting to specify how much historical data the Workload Optimization Manager analysis will use to calculate time to
exhaustion of your cluster resources.

Workload Optimization Manager runs nightly plans to calculate headroom for the clusters in your on-prem environment. To
review your cluster headroom in dashboards, set the view scope to a cluster. With that scope, the view includes charts to show
headroom for that cluster, as well as time to exhaustion of the cluster resources.

To calculate cluster growth trends, analysis uses historical data for the given clusters. With VM Growth Observation Period, you
can specify how much historical data the headroom analysis will use to calculate time to exhaustion of your cluster resources.
For example, if cluster usage is growing slowly, then you can set the observation to a period that is long enough to capture that
rate of growth.

If the historical database does not include at least two entries in the monthly data for the cluster, then analysis uses daily
historical data.

Allow Unlimited Host Provisioning

Attribute Default Setting

Allow Unlimited Host Provisioning OFF

By default, Workload Optimization Manager allows overprovisioning hosts up to 10 times their memory capacity, and up to 30
times their CPU capacity. When this setting is ON, Workload Optimization Manager removes these overprovisioning limits to
allow VM placements on already overprovisioned hosts.

This setting does not stop Workload Optimization Manager from recommending actions to provision new hosts in clusters.

Enable Analysis of On-prem Volumes

Attribute Default Setting

Enable Analysis of On-prem Volumes OFF
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On-prem volumes (on page 296) represent VM Disks discovered by hypervisor targets. A VM will have one volume for each
configured disk and another volume (representing the configuration) that always moves with Disk 1.

= OFF (default)

Workload Optimization Manager analyzes volume resources as part of VM analysis. In the real-time market and on-
prem plans, any action to move VM storage ensures that volumes stay together on the underlying datastore. A Migrate to
Cloud plan (on page 391) will recommend storage per datastore to hold all the VM Disks currently on the datastore.

For example, assume a VM with three disks. Disks 1 and 3 are on Datastore A, while Disk 2 is on Datastore B.
— During a storage migration, VM Disk volumes 1 and 3 will stay on the same datastore.

— A Migrate to Cloud plan will recommend a storage disk for VM Disk volumes 1 and 3, and another storage disk
for VM Disk volume 2.

- ON

Workload Optimization Manager analyzes resources on each volume independently. In the real-time market and on-
prem plans, any action to move VM storage migrates volumes to the most optimal datastore. A Migrate to Cloud plan will
recommend storage for each volume.

For example, assume a VM with three disks. Disks 1 and 3 are on Datastore A, while Disk 2 is on Datastore B.
— During a storage migration, VM Disk volumes 1, 2, and 3 can migrate to different datastores.
— A Migrate to Cloud plan will recommend three separate storage disks for VM Disk volumes 1, 2, and 3.

IMPORTANT:

When you turn on this setting, your Workload Optimization Manager instance will start to use more memory and
storage to perform its analysis. For example an environment with 10,000 VMs and an average of three disks
per VM represents a three-fold increase in entities that require analysis. Currently, instances that monitor more
than 50,000 VMs will experience a significant drop in performance. For this reason, this setting is turned off by
default.

Before turning on this setting, review your VM automation policies (on page 272) and verify that Storage Move
actions are in Recommend or Manual mode. In addition, review your storage placement policies (on page 87)
to ensure that individual VM volumes can be placed on the expected storage.

Working With Scoped Automation Policies

To override the current default Automation Policies, you can create scoped policies. These specify settings you want to change
for certain entities in your environment. For these policies, you assign the policy to one or more groups of entities. In addition,
you can assign a schedule to a scoped policy to set up maintenance windows or other scheduled actions in your environment.

Reasons to create scoped Automation Policies include:
= Change the Analysis Settings for Certain Entities

Workload Optimization Manager uses a number of settings to guide its analysis of the entities in your environment.
The default settings might be fine in most cases, but you might want different analysis for some groups of entities.
You can configure scoped policies to modify Operational Constraints or Scaling Constraints. For more information, see
Constraints and Other Settings (on page 122).

= Phase In Action Automation

Assume you want to automate scaling and placement actions for the VMs in your environment. It is common to take a
cautious approach, and start by automating clusters that are not critical or in production. You can scope the policy to
those clusters, and set the action mode to Automatic for different actions on those VMs (see Action Modes (on page
72)).

= Trigger external workflows

If actions require change approval, or integrations into DevOps pipelines to perform tasks before, instead of, or after
action execution, you should scope those entities to a group and apply an automation policy.

For the steps to create a scoped policy, see Creating Scoped Automation Policies (on page 97).
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Discovered Scoped Automation Policies
As Workload Optimization Manager discovers your environment, it can find configurations that set up scopes that need specific
policies. For example:

= HA Configurations

For vCenter Server environments, Workload Optimization Manager discovers HA cluster settings and translates them into
CPU and memory utilization constraints. The discovery creates a group of type folder for each HA cluster, and creates a
policy that sets the appropriate CPU and memory constraints to that policy.

= Availability Sets

In public cloud environments, Workload Optimization Manager discovers groups of VMs that should keep all their VMs
on the same template. In the Automation Policies list, these appear with the prefix Avai | abi | i t ySet : : on the policy
names. You can enable Consistent Resizing for the VMs in each group so Workload Optimization Manager can resize
them to the same size.

Creating Scoped Automation Policies

Create a new scoped Automation Policy from the Policy Management Page.

1. Entry Point

Navigate to the Settings Page and then choose Policies.

[

Paolicies Templates

Groups

S - ©

Billing and Costs User Management Target Configuration

This opens the Policy Management Page, which lists all the currently available policies.

Workload Optimization Manager 3.6.3 User Guide 97



Getting Started

CISCO

All Policies - 31 All Policies

Imparted Placement Palicies - a | %= FILTER

i

Automation Policies - g

Defaults - 22 [] 31 Palicies
Application Component Defaults
Business Application Defaults

Business Transaction Defaults

Click NEW AUTOMATION POLICY and then select the policy type (such as Virtual Machine).

This sets the type of entity that your policy will affect. Note that Workload Optimization Manager supports different actions for
different types of entities. For example, you cannot add VMem to a storage device. Setting policy type is the first step you take
to focus on which actions you want to map to your workflows.

2. Policy Name

Name the policy.

< Configure Virtual Machine Policy X

POLICY SCHEDULE

AUTOMATION ANMD ORCHESTRATION

ACTION CONSTRAINTS

OPERATIOMAL CONSTRAINTS

SCALING COMSTRAINTS
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3. Scope

¢ Configure Virtual Machine Policy X

+ POLICY SCHEDULE

+ AUTOMATION AND ORCHESTRATION

+ ACTION COMNSTRAINTS

+ DPERATIOMNAL COMNSTRAINTS

4+ SCALING COMSTRAINTS

The scope determines which entities this policy will affect. Choose one or more groups, or create new groups and add them to
the policy scope. These groups match the type of entity you have set for the policy.

In Workload Optimization Manager you can find nested groups (groups of groups). For example, the "By PM Cluster" group
contains host clusters, and each host cluster is a group. Do not set the policy scope to a parent of nested groups. When setting
up policies, be sure you set them to individual groups. If necessary, create a custom group for the settings you want to apply.

NOTE:

A single entity can be a member of multiple groups. This can result in a conflict of settings, where the same entity can
have different Action Policy settings. For conflicts among scoped policy settings, the most conservative setting will take
effect. For more details, see Policy Scope (on page 104).
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4. Policy Schedule

¢ Configure Virtual Machine Policy X

WM _Palicy
+ SCOPE

= POLICY SCHEDLULE

Enables the overall palicy at the scheduled time. To set when actions can

execute, apply an Execution Schedule in the Automation and Orchestration

SECLOn

» Select Schedule

+ AUTOMATION AND QRCHESTRATION

Tix

+ ACTIOM CONSTRAINTS
Al Schedules (21) MEW 5

+ OPERATIONAL CONSTRAINTS Ap
EXPIRED »
+ SCALING COMNSTRAINTS ";." Ap2 STARTS IN & HOURS
SCHEDULE DETAILS
SN MARY
Ocrurs every day effective Fri, Apr 3, 2020 starting at 3:30 AM and finishing same day at 5:30 AM

UESED iN POLMEES

NEXT OCCURRENCE

DTE Tk
Saturday, December 12, 2020 230 AM UTC)
ACCEPTED ACTROMS AWRITING ACCEFTARCE

For use cases and information about how schedules affect policies, see Policy Schedules (on page 105).

The Select Schedule fly-out lists all the schedules that are currently defined for your instance of Workload Optimization
Manager.
Expand a schedule entry to see its details. The details include a summary of the schedule definition, as well as:
= Usedin Policies
The number of policies that use this schedule. Click the number to review the policies.
= Next Occurrence
When the schedule will next come into effect.
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= Accepted Actions

How many scheduled actions have been accepted to be executed in the next schedule occurrence. Click the number for
a list of these actions.

= Awaiting Acceptance

The number of Manual actions affected by this schedule that are in the Pending Actions list, and have not been
accepted. Click the number for a list of these actions.

If none of the listed schedules is suitable for your policy (or if none exists), click New Schedule. For details, see Managing
Calendar Schedules (on page 513).

NOTE:

When you configure a schedule window for a VM resize action, to ensure Workload Optimization Manager will execute
the action during the scheduled time, you must turn off the Enforce Non Disruptive Mode setting for that scheduled
policy. Even if you turn the setting off for the global policy, you still must turn the setting off for your scheduled policy.
Otherwise Workload Optimization Manager will not execute the resize action.

5. Automation and Orchestration

You can define automation and orchestration settings for different action types within the same policy. For example, for a group
of VMs in a policy, you can automate all Resize actions, but require Suspend actions to go through an approval process via an
Orchestrator (such as ServiceNow).
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< Configure Virtual Machine Policy X

V_Paolicy

+ SCOPE

+ POLICY SCHEDLILE

= ALUTOMATION AND QRCHESTRATION

Defines how actions are accepted.

o e

+ ACTION CONSTRAINTS

+ OPERATIONAL COMSTRAINTS

+ SCALING COMSTRAINTS

SAVE AND APPLY

5.1. Action Type

See a list of actions that are viable for the policy, and then make your selections.

Automation and Orchestration

ACTION TYPE

ACTPOMN GENERATION
Gemerate ACTONS
ACTROM ACTEPTAMCE
Altomatic

BEFORE EXECUTION
Do Mothing
ACTPOMN EXECUTION

Use Workflow

+ SELECT FILE
AFTER EXECUTION

Do Maothimg

Execution Schedule

Set a schedule for when this action will be executed.

4+ ADD SCHEDULE
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5.2. Action Generation and Acceptance
= Do not Generate Actions

Workload Optimization Manager never considers your selected actions in its calculations. For example, if you do not
want to generate Resize actions for VMs in the policy, analysis will still drive toward the desired state, but will do so
without considering resizes.

= Generate Actions

Workload Optimization Manager generates your selected actions to address or prevent problems. Choose from the
following Action Acceptance modes to indicate how you would like the actions to execute:

— Recommend — Recommend the action so a user can execute it via the given hypervisor or by other means

— Manual — Recommend the action, and provide the option to execute that action through the Workload
Optimization Manager user interface

— Automatic — Execute the action automatically

For automated resize or move actions on the same entity, Workload Optimization Manager waits five minutes
between each action to avoid failures associated with trying to execute all actions at once. Any action awaiting
execution stays in queue. For example, if a VM has both vCPU and vMem resize actions, Workload Optimization
Manager could resize vCPU first. After this resize completes, it waits five minutes before resizing vMem.

If you have an orchestrator target (such as ServiceNow), and that target includes an installation of the Workload Optimization
Manager Actions application, you can send the action to the orchestrator. Choose from the following options:

= Generate Action then Send Record to Orchestrator

= Generate Action then Request Approval from Orchestrator
For more information, see Action Orchestration (on page 107).
5.3. Before Execution, Action Execution, and After Execution

By default, generated actions execute without the need for orchestration. Workload Optimization Manager gives you the ability
to set up orchestration to affect the execution of actions.

For more information, see Action Orchestration (on page 107).
5.4. Execution Schedule

You can defer the execution of generated actions to a non-critical time window. For example, if a workload experiences
memory bottlenecks during the week, you can defer the necessary resize to the weekend. Even if the workload has minimal
utilization over the weekend, Workload Optimization Manager can recognize the need to resize, and will execute the action.

For more information, see Action Execution Schedules (on page 105).

6. Constraints and Other Settings

The settings you can make are different according to the type of entity this policy will affect. Each setting you add to the policy
takes precedence over the default value for that setting. For information about the settings you can make, see Constraints and
Other Settings (on page 122).
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€ Configure Virtual Machine Policy ]

+ SCOPE

+ SCHEDULE

+ AUTOMATION AND ORCHESTRATION

ACTION CONSTRAIMTS

OPERATIOMAL CONSTRAINTS

SCALING CONSTRAINTS

SAVE AND APPLY

Policy Scope
You must declare a scope whenever you make a scoped Automation Policy. The scope determines which entities will be

affected by the policy settings. To set scope, you assign one or more groups to the policy. You can use discovered groups, or
you can create your own groups. For information about creating groups, see Creating Groups (on page 509).

Relationships Between Default and Scoped Policies

Your default Automation Policies and scoped Automation Policies take effect in relation to each other. A default policy has a
global effect, while a scoped policy overrides the default policy for the entities within the indicated scope. You should keep the
following points in mind:

= Scoped policies override a subset of settings.

A scoped policy can override a subset of settings for the entity type, and for the remainder Workload Optimization
Manager will use the default policy settings on the indicated scope.

= When an entity applies conflicting scoped policies, Workload Optimization Manager applies the following tie breakers:

— A scheduled policy always takes precedence over a non-scheduled policy, even if the non-scheduled policy is
more conservative.

— Among scheduled policies with identical schedules, the most conservative setting wins.
— Among non-scheduled policies, the most conservative setting wins.
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For example, a VM currently belongs to four groups with different policy settings.
— Group A policy: Resize VM in Manual mode every Saturday.
— Group B policy: Resize VM in Automatic mode every Saturday.
— Group C policy: Resize VM in Manual mode (no schedule).
— Group D policy: Resize VM in Recommend mode (no schedule).
Results:

— On a Saturday, Groups A and B policies take precedence over Groups C and D policies. The VM ultimately
applies the Group A setting because it is more conservative.

— On all the other days, only Groups C and D policies are active. The VM applies the Group D setting because it is
more conservative.

= Scoped policies always take precedence over default policies.
Even if the default policy has a more conservative setting, the setting in the scoped policy wins for entities in that scope.
= For a global effect, always use default policies.

Because of the conservative setting wins rule for scoped policies, you should never use a scoped policy to set a global
effect. For example, you can create a scoped policy for the All VMs group. If you then specify a conservative setting for
that policy, no other scoped policy can specify a more aggressive setting - the conservative setting will always win.

For this reason, you should always use default Automation Policies whenever you want to achieve a global effect.

Policy Schedules

You can set a schedule for an automation policy, which sets a window of time when the policy takes effect. For example, you
can modify the Operational or Scaling Constraints for a given period of time. These settings affect Workload Optimization
Manager analysis, and the actions it generates. You can set up scheduled times when you want to change those settings.

Remember that for scoped automation policies, it is possible that one entity can be in two different scopes - This means the
entity can be under the effect of two different policies. For this reason, scoped policies keep the rule, the most conservative
setting wins. However, a more aggressive scoped policy takes precedence over the corresponding default automation policy.
For more details, see Policy Scope (on page 104).

You must consider these rules when you add schedules to policies. If the more conservative settings are in a default automation
policy, then the scheduled change takes effect. However, if the more conservative settings are in another scoped policy, then
the conservative settings win, and the scheduled changes do not take effect.

Policy Schedule and Action Execution Schedule

A scheduled policy can include actions. When the policy is in effect, Workload Optimization Manager recommends or
automatically executes those actions as they are generated. Some of those actions could be disruptive so you may want to
defer their execution to a non-critical time window. In this case, you will need to set an action execution schedule within the
scheduled policy. For example, you can set a policy that automatically resizes or starts VMs for your customer-facing apps
for the entire month of December, in anticipation of an increase in demand. Within this same policy, you can set the resize
execution schedule to Monday, from midnight to 7:00 AM, when demand is expected to be minimal.

For more information, see Action Execution Schedules (on page 105).

Action Execution Schedules

You can defer the execution of generated actions to a non-critical time window. For example, if mission-critical VMs experience
memory bottlenecks during the week, you can defer the necessary memory resizes to the weekend. Even if the VMs have
minimal utilization over the weekend, Workload Optimization Manager can recognize the need to resize, and will execute resize
actions. For this particular example, you will need to:

1. Create a scoped policy for the VMs.
2. Select VMem Resize Up from the list of actions and then set the action mode to either Automatic or Manual.
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NOTE:
Execution schedules have no effect on recommended actions. It is therefore not necessary to set up an
execution schedule if all the actions in your policy will be in Recommend mode.

3. Set an Execution Schedule that starts on Saturday at 8:00 AM and lasts 48 hours.

Execution of Scheduled Actions

Workload Optimization Manager posts an action at the time that the conditions warrant it, which means that you might see
the action in the Pending Actions list even before the execution schedule takes effect. The action details show what schedule
affects the given action, and shows the next occurrence of that schedule.

= Automatic
When the schedule takes effect, Workload Optimization Manager executes any pending automated actions.
= Manual

Before the execution schedule, the action details for manually executable actions show the action state as PENDI NG
ACCEPT. If you accept the action (select it and click Apply Selected), then Workload Optimization Manager adds it
to the queue of actions to be executed during the maintenance window. The action details show the action state as
AWAI TI NG EXECUTI ON. Workload Optimization Manager executes the actions when the schedule takes effect.

Keeping Actions Valid Until the Scheduled Time

If you have scheduled action execution for a later time, then conditions could change enough that the action is no longer valid.
If this happens, and the action remains invalid for 24 hours, then Workload Optimization Manager removes it from the list of
pending actions. This action will not be executed.

Workload Optimization Manager includes Scaling Constraints that work to stabilize action decisions for VMs. The resulting
actions are more likely to remain valid up until their scheduled window for execution. You can make these settings in default or
scoped policies.

NOTE:

When you configure an execution schedule for a resize action, to ensure Workload Optimization Manager will execute
the action during the scheduled time, you must turn off the Enforce Non Disruptive Mode setting for the policy. Even

if you turn the setting off for the global policy, you still must turn the setting off for your policy. Otherwise Workload
Optimization Manager will not execute the resize action. For information about non disruptive mode, see Non-disruptive
Mode (on page 274).

Action Automation

To avoid problems in your environment, Workload Optimization Manager analysis identifies actions that you can execute to keep
things in optimal running order. You can specify the degree of automation you want for these given actions. For example, in
some environments you might not want to automate resize down of VMs because that is a disruptive action. You would use
action modes in a policy to set that business rule.

Action modes specify the degree of automation for the generated actions. For example, in some environments you might not
want to automate resize down of VMs because that is a disruptive action. You would use action modes in a policy to set that
business rule.
Workload Optimization Manager supports the following action modes:

= Recommend — Recommend the action so a user can execute it via the given hypervisor or by other means

= Manual — Recommend the action, and provide the option to execute that action through the Workload Optimization
Manager user interface

= Automatic — Execute the action automatically
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For automated resize or move actions on the same entity, Workload Optimization Manager waits five minutes between
each action to avoid failures associated with trying to execute all actions at once. Any action awaiting execution stays
in queue. For example, if a VM has both vCPU and vMem resize actions, Workload Optimization Manager could resize
vCPU first. After this resize completes, it waits five minutes before resizing vMem.

Action Mode Configuration
There are two ways to configure action modes:
= Change the action mode in a default policy. For details, see Working With Default Automation Policies (on page 93).

= Create an automation policy, scope the policy to specific entities or groups, and then select the action mode for each
action.

Workload Optimization Manager allows you to create dynamic groups to ensure that entities discovered in the future
automatically add to a group and apply the policy of that group. If a conflict arises as a result of an entity belonging to
several groups, the entity applies the policy with the most conservative action.

For details, see Creating Scoped Automation Policies (on page 97).

Action Orchestration

Action Orchestration specifies whether Workload Optimization Manager will execute an action, or whether Workload
Optimization Manager will pass the action request to an orchestrator or an action workflow to effect the change in your
environment. In this way, you can integrate supported orchestrators to execute of actions for specific scopes of entities in your
environment.

About Orchestrators

Action Orchestration targets assign workflows that execute multiple actions to make changes in your environment. Workload
Optimization Manager discovers workflows that you have defined on the orchestrator. You can then set up an automation
policy that maps workflows to actions. If the action mode is Manual or Automatic, then when Workload Optimization Manager
recommends the action, it will direct the orchestrator to use the mapped workflow to execute it.

Workload Optimization Manager supports integration with ServiceNow. You can configure policies that log Workload
Optimization Manager actions in your ServiceNow instance, and that submit actions for approval in ServiceNow workflows.

This section shows how to link orchestration workflows to automation policies. It assumes you have already configured an
appropriate Orchestration target. It also assumes that you have configured workflows on that target in such a way that Workload
Optimization Manager can discover the workflows and map them to automation policies. For information about Orchestration
target requirements, see "Orchestrator Targets" in the Target Configuration Guide.

NOTE:

For some orchestration workflows, it is necessary to schedule an action to execute only during a specific maintenance
window. Workload Optimization Manager policies can include schedules to enable this use case. However, you must be
sure that you do not set the schedule to the policy that declares the orchestration you want. Instead, you should use two
policies for the same scope - one to set up the orchestration, and another to schedule the time window during which
the action mode will be Aut onmat i ¢ (to set up the maintenance window). For more information, see Setting Policy
Schedules (on page 105).

About Action Workflows

Action workflows can add custom processing to Workload Optimization Manager actions at different entry points. For example,
you can create an action workflow that sends an email whenever Workload Optimization Manager recommends moving a VM, or
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you can create an action workflow that runs as a replacement for the action that Workload Optimization Manager would execute.
For example:

Action Script workflow

You can deploy action scripts on a remote machine and configure an Action Script target that communicates with this
server. Workload Optimization Manager discovers the exposed scripts and displays them as options you can choose
when you specify a workflow in your automation policy. For more information about Action Scripts, see Deploying Action
Scripts (on page 112).

Webhook workflow

To implement a webhook, you create a workflow that specifies parameters such as the HTTP URL, HTTP method, and
payload template. You can then use this workflow in your automation policy to orchestrate how actions execute. For
more information about webhooks, see Creating Webhook Workflows (on page 119).
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Specifying Action Orchestration

As you create a policy, you specify the entity type and the scope of entities the policy affects. You can also set modes for
specific actions. For example, you can set a mode of Manual for the Resize action for a given scope of VMs.

1. Expand Automation and Orchestration and click Add Action. Then select the action type you want to orchestrate.
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< Configure Virtual Machine Palicy X

ViM_Policy

+ SCOPE

+ POLICY SCHEDLILE

= AUTOMATION AND ORCHESTRATION

Defines how actions are accepted.

o e

+ ACTION CONSTRAINTS

+ OPERATIONAL COMSTRAINTS

+ SCALING COMSTRAINTS

SAVE AND APPLY

Automation and Orchestration

ALCTION TYPE

ACTION GENERATION
Gemerate ACTONS
HCTHON ACCEPTAMCE
Automatic

BEFQORE EXECUTION
Do Mathing
ACTION EXECUTION

Use Workflow

-+ SELECT FILE
AFTER EXECUTION

Do Mothing

Execution Schedule

Set a schedule for when this action will be executed.

4+ ADD SCHEDULE

There is no orchestration for this action by default. The following table describes the supported orchestrations.
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Generate Actions

Generate Action then Send
Record to Orchestrator

Generate Action then Request
Approval from Orchestrator

Description Generate actions as usual, but Send a record of the generat- Defer the generated actions to
use a workflow to control ac- ed actions to the orchestrator your orchestration workflow for
tion execution. (such as ServiceNow). approval.

Workload Optimization Manag-
er passes control for this action
to your orchestration workflow

as a Change Request (CR).

Prerequi- An Orchestration target An Orchestration target An Orchestration target

sites

Action Ac- Choose from the following: Action acceptance automati-

ceptance . Recommend — Recommend the action so a user can exe- | €@l crlanges to "External Ap-

cute it via the given hypervisor or by other means proval.” If the action is ap-

) ) ) proved, the action executes

= Manual — Recommend the action, and provide the option using the default Action Accep-

to execute that action through the Workload Optimization tance mode.

Manager user interface
= Automatic — Execute the action automatically

For automated resize or move actions on the same enti-

ty, Workload Optimization Manager waits five minutes be-

tween each action to avoid failures associated with trying

to execute all actions at once. Any action awaiting execu-

tion stays in queue. For example, if a VM has both vCPU

and vMem resize actions, Workload Optimization Manager

could resize vCPU first. After this resize completes, it waits

five minutes before resizing vMem.

Before Exe- | The default is Do Nothing.

cution Select Use Workflow to trigger an external orchestration workflow such as a webhook to complete
pre-execution tasks. Failure of the workflow indicates an action failure. For example, you can post an
email notification to your team that an action has been generated.

Action Exe- The default is Native. Workload Optimization Manager executes the action with its default action pro-

cution cessing.

Select Use Workflow to trigger an external orchestration workflow to execute the action. Failure of
the workflow indicates an action failure.

Execution There is no execution schedule by default. Workload Optimization There is no execution schedule

Schedule Manager executes the action immediately. by default. Workload Optimiza-

If the policy includes a schedule, Workload Optimization Manager
executes the action at the scheduled time.

tion Manager executes the ac-
tion immediately.

If the policy includes a sched-
ule, Workload Optimization
Manager executes the action at
the scheduled time.
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Generate Actions Generate Action then Send Generate Action then Request
Record to Orchestrator Approval from Orchestrator
NOTE:

Workload Optimiza-
tion Manager discov-
ers and enforces exe-
cution schedules de-
fined in orchestration
approval workflows. To
avoid potential issues
with schedules, set the
execution schedule ei-
ther in the orchestrator
(such as ServiceNow)
or Workload Optimiza-
tion Manager.

After Exe- The default is Do Nothing. The default is Do Nothing.

cution Select Finalize action work- Other options include:

flow to trigger an external or-

- = Notify action workflow
chestration workflow such as

a webhook to complete post- Trigger an external orchestration workflow such as a web-
execution tasks. Failure of the hook. For example, you can post a message to your col-
workflow indicates an action laboration platform to let your team know that an action
failure. has executed.

Action status is not affected by the status of the notifica-
tion workflow.

= Finalize action workflow

Trigger an external orchestration workflow such as a web-
hook to complete post-execution tasks. Failure of the
workflow indicates an action failure.

2.  When you have made all your settings, be sure to save the action policy.

Deploying Action Scripts
Action Scripts provide an interface that can add custom processing to Workload Optimization Manager actions.

Action scripts execute on a remote server (a VM or a container) that you have configured as a Workload Optimization Manager
target. That server includes a manifest file that identifies the scripts you have deployed, as well the entities and actions they can
respond to. Workload Optimization Manager discovers these scripts via the manifest and presents them as orchestration options
for actions in automation policies.

For example, assume you have defined a script with:
= nane: MyVm\vbveAction
« entityType: VIRTUAL_MACH NE
« actionType: MOWE

Following this example, you can use the API to add orchestration to a policy for move actions on VMs. Because you
have defined a script for that action, you can specify Action Script as the orchestration type, and you can choose the
MyVnivbveAct i on script as the orchestration workflow to perform.
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To deploy your action scripts, you will:
= Set up the remote Action Script Server (see Setting Up the Action Script Server (on page 113))
= Create the action script executables on the remote server (see Creating Action Scripts (on page 114))
= Deploy the Action Script Manifest on the remote server (see Deploying the Action Script Manifest (on page 115))

Setting Up the Action Script Server

Workload Optimization Manager uses remote servers to execute action scripts. Managing the processes remotely means that
you do not install custom code on the Workload Optimization Manager server, which eliminates associated security risks there.
However, you are responsible for maintaining the security of your Action Script Server to ensure the integrity of your custom
code. To accomplish this, the configuration of the remote server must meet certain requirements.

Resource Requirements for the Server

The remote server can be a VM or a container. The capacity you configure for the server depends entirely on the processes you
intend to run on it. Workload Optimization Manager does not impose any special resource requirements on the server.

Configuring Command Execution

To support execution of your scripts, you must install any software that is necessary to run the scripts. This includes libraries,
language processors, or other processes that your scripts will invoke.

Workload Optimization Manager invokes the scripts as commands on the server. The server must run an SSH service that you
have configured to support command execution and SFTP operations. At this time, Cisco has tested action scripts with the
OpenSSH sshd daemon.

The standard port for SSH is 22. You can configure a different port, and provide that for admins who configure the server as an
Action Script target.

An action script can invoke any process you have deployed on the remote server. You do not have to run scripts; however, you
must be able to invoke the processes from the command line. The script manifest gives Workload Optimization Manager the
details it needs to build the command line invocation of each script.

Configuring the Action Script User Account

To execute the scripts on your server, Workload Optimization Manager logs on via a user account that is authorized to execute
the scripts from the command line. You provide the user credentials when you configure the Action Script target. To support this
interaction, the user account must meet the following requirements:

= Public key

The user must have a public key in the . ssh/ aut hori zed_keys file. When you configure the Action Script target,
you provide this as the Private Token for the target.

= Security for the . ssh directory
The Action Script User should be the only user with authorized access. You should set file permissions to 600.
= Supported shells

The Action Script User shell can be either the Bourne shell (usually at / bi n/ sh) or the Bourne-Again shell (usually at /
bi n/ bash). Workload Optimization Manager passes parameters as it invokes your scripts. At this time it only supports
script execution through these shells.

Handling Action Script Timeouts

Workload Optimization Manager limits script execution to 30 minutes. If a script exceeds this limit, Workload Optimization
Manager sends a SI GTERMto terminate the execution of the process.

Note that Workload Optimization Manager does not make any other attempt to terminate a process. For example you could
implement the script so it traps the SI GTERMand continues to run. The process should terminate at the soonest safe
opportunity. However, if the process does not terminate, then you must implement some way to terminate it outside of Workload
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Optimization Manager. A runaway process continues to use its execution thread, which can block other processes (action
scripts or primary processes) if there are no more threads in the pool.

Creating Action Scripts

An action script can be any executable that a user can invoke from a command line. You can save these executable files
anywhere on the server - The Manifest indicates the path to the file (see Deploying the Action Script Manifest (on page

115)). The Action Script user that you have configured for the script server must have access to your script files, with read and
execution privileges.

To execute a script, Workload Optimization Manager builds the appropriate SSH command from the manifest information it has
discovered. It grants a timeout limit of 30 minutes by default, or the manifest entry can declare a different limit. If the execution
exceeds the limit, Workload Optimization Manager sends a SI GTERMto terminate the process.

Passing Information to the Action Script

Workload Optimization Manager uses two techniques to pass information about an action to the associated action script:
= Pass general information via environment variables
= Pass full action data via st di n
To pass general information into the script, Workload Optimization Manager sets environment variables on the Action Script

Server. You can reference these environment variables in your scripts. For example, assume you want to send an email that
includes the name of the VM that is an action target. You can get that name via the VMI_TARGET_NAME environment variable.

The following list shows the environment variables that Workload Optimization Manager can set when it executes a script.
Note that not all of these variables apply for every action. For example, an action to scale VMEM does not include providers,
so the action does not include values for the VMI_CURRENT_| NTERNAL, VMI_CURRENT_NAME, VMI_NEW | NTERNAL, or
VMI_NEW NANME variables. If a given variable does not apply, Workload Optimization Manager sets it to an empty string.

- VMI_ACTI ON_| NTERNAL

The UUID for the proposed action. You can use this to access the action via the REST API. For example, your script could
accept or cancel the action according to its own criteria.

= VMI_ACTI ON_NAME

The name of the action.
= VMI_CURRENT _| NTERNAL

The internal name for the current provider.
= VMI'_CURRENT_NAME

The display name for the current provider.
= VMI_NEW | NTERNAL

The internal name for the new provider.
= VMI_NEW NAME

The display name for the new provider.
= VMI_TARGET | NTERNAL

The internal name of the entity this action will affect. You can use this to access the target entity via the REST API. For
example, you can get historical statistics or you can change settings for the entity.

= VMI_TARGET_NAME
The display name of the entity this action will affect.
= VMI_TARGET_UUI D
The UUID of the entity this action will affect.
For some scripts, you might need a complete description of the associated action. For example, assume you want to analyze

the utilization metrics for a given resource. The environment variables for passing general information do not include this
information.
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When it invokes an action script, Workload Optimization Manager passes the complete data for the associated action via
st di n. Your script can load this into a variable to access the specific data it needs. For example, the following loads st di n
into nyAct i onDat a:

nyAct i onDat a=$(cat -)
st di n contains a JSON string that represents of the full data associated with this action. For example, the myAct i onDat a

variable could contain a string similar to:

{"actionType":"RI GHT_SI ZE", "actionlteni:[{"acti onType": "Rl GHT_SI ZE", "uui d": "143688943343760", "t arget S
E':{"entityType":"VI RTUAL_MACHI NE", "i d": "4200f cdb- eaf e- 2ada- abf 5- a7ad2b00555c" . . .

Deploying the Action Script Manifest

The Action Script Manifest identifies the scripts that you want to expose to Workload Optimization Manager. You provide the
location of the manifest as part of the Action Script Target configuration - After Workload Optimization Manager validates the
target, it then discovers these scripts and presents them in the Orchestration Policy user interface.

Creating the Scripts Manifest File

The Scripts Manifest is a file that declares an array of Script Objects for each script you want to expose. You can create the
manifest as either a JSON or a YAML file.

Workload Optimization Manager 3.6.3 User Guide 115



Getting Started

For example, following are two examples of the same manifest - One in YAML and the other in JSON. Notice that in either case,
the manifest is an array of two Script objects:

= YAML Manifest:

scripts:

- name: MyVmMbvePrep
description: Execute this script in preperation to a VM Mve
scriptPath: vnfcri pts/ novePrep. sh
entityType: VI RTUAL_MACH NE
acti onType: MOVE
acti onPhase: PRE

- name: MyVnSuspendRepl ace
description: Execute this instead of a VM Suspend acti on
script Path: vnfcri pts/ suspendRepl ace. sh
entityType: VI RTUAL_MACH NE
acti onType: SUSPEND
acti onPhase: REPLACE

= JSON Manifest:

{
"scripts": [
"nanme": "My/Vm\bvePrep",
"description": "Execute this script in preperation to a VM Myve",
"scriptPath": "vnfcripts/ movePrep. sh",
“entityType": "VI RTUAL_MACHI NE",
"actionType": "MOWE',
"actionPhase": "PRE"
b
{
"nane": "M/VnBuspendRepl ace",
"description": "Execute this instead of a VM Suspend action",
"scriptPath": "vnfcripts/suspendRepl ace. sh",
"entityType": "VI RTUAL MACHI NE"
"actionType": " SUSPEND",
"acti onPhase": "REPLACE"
}
]
}

You can save the Scripts Manifest file to any location on your server, so long as the Scripts User has access to that location, and
has read and execute privileges. You will provide this location as the Script Path, which the Workload Optimization Manager
administrator will give as part of the Action Script target configuration.

Note that the filename extension for the manifest must match the file format (either YAML or JSON). For example, you should
name the file either MyMani f est . yanl or MyMani f est . j son, respectively.

Declaring Script Objects

Each script object in the manifest can contain the following fields:
= hane

Required - The name for this action script. After Workload Optimization Manager discovers your scripts, it displays this
name as a Orchestration Workflow choice in the user interface for creating orchestration policies.

« description
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Optional - A description of the script. The Workload Optimization Manager user interface does not display this
description.

» scriptPath

Required - The path to the executable for this entry. You can give an absolute path, or a path that is relative to the
location of the Scripts Manifest. The Action Script User that you set up for the Action Script server must have read and

execute privileges for the executable file.

« entityType

Required - The type of entity this script responds to. Can be one of:

Swi tch

VI RTUAL_DATACENTER
STORAGE

DATABASE _SERVER
WEB_SERVER

VI RTUAL_MACHI NE

DI SK_ARRAY

DATA _CENTER

PHYSI CAL_MACHI NE
CHASSI S

BUSI NESS_USER
STORAGE_CONTROLLER
| O MODULE

APPLI CATI ON_SERVER
APPLI CATI ON

CONTAI NeR

CONTAI NER_POD

LOG CAL_POOL
STORAGE_VOLUME
DATABASE

VI EW POD
DESKTOP_POOL

To configure the same script to respond to actions on different entity types, declare separate entries for that script, one
for each entity type.

actionType

Required - The type of action this script responds to. Note that different entity types can support different actions. Can
be one of:

START
MOVE
SCALE

Resize on cloud - move workload from one cloud template or tier to another.

SUSPEND
PROVI SI ON
RECONFI GURE
RESI ZE
DELETE
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- RIGHT_SI ZE
- ACTI VATE
- DEACTI VATE
- BUY_R
« actionPhase
Required - Where in the life cycle of an action that you want your script to execute.
Can be one of:
- PRE

For an action that has been accepted, or an AUTOMATED action before it executes, this state is a preparation
phase where your script can execute just before the action itself executes.

Run your script to set up conditions just before the action executes.
-  REPLACE

For action execution, your script executes in stead of the execution that Workload Optimization Manager would
perform.

Run your script as a replacement for the Workload Optimization Manager action.
- PCsT
The action has completed execution, either in a SUCCEEDED, FAI LI NG, or FAI LED state.

FAI LI NG means that the status was checked after the action execution fails, but before the POST script has
finished execution.

Run your script after the action has completed execution.
« tinmeLi mtSeconds

Optional - How long to run the action before assuming a timeout. When execution exceeds this limit, Workload
Optimization Manager sends a S| GTERMto terminate the execution of the process.

If you do not provide a value, Workload Optimization Manager assumes a limit of 30 minutes (1800 seconds).

Webhooks

You can configure automation policies in Workload Optimization Manager to send data via webhooks to external web servers. A
webhook is an automated message that Workload Optimization Manager can use to send data to external applications. Things
you can do with webhooks include:

= Send notifications to collaboration platforms such as Slack
= Integrate Workload Optimization Manager with workflow management systems
= Override Workload Optimization Manager actions with your own logic

The webhook implementation supports HTTP messaging. In addition, to implement a webhook you create a workflow via the
Workload Optimization Manager API.

To set up a webhook, you will:
= |dentify the application to receive the webhook

Possible applications can include collaboration platforms such as Slack, orchestration platforms such as ServiceNow,
cloud provider APlIs, or you can create a custom application that responds to HTTP methods.

= Create a webhook workflow in your Workload Optimization Manager instance
For this version of Workload Optimization Manager you define webhook workflows via the API.
A webhook definition can include:
— The URL to the application to which you are sending the webhook
— An HTTP method
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— A template for the webhook payload
— Authentication credentials to access the application
For information about creating a webhook workflow, see Creating Webhook Workflows (on page 119).
= Create an Automation Policy that uses the webhook

Automation Policies include orchestration settings where you can choose to execute a webhook for given actions.
Workload Optimization Manager can execute a webhook when it creates an action, before it executes the action, instead
of executing the action, and after it executes the action.

For information about creating policies that use webhook workflows for orchestration, see Action Orchestration (on page
107).

After you set up a webhook, when Workload Optimization Manager generates or executes the action you identified in the policy,
it sends a message to the url that you specified in the webhook.

Creating Webhook Workflows

To implement a webhook, you create a workflow that specifies parameters such as the HTTP URL, HTTP method, and payload
template. You can then use this workflow in your automation policy to orchestrate how actions execute.

To create a workflow, use the API to POST a Workflow object to Workload Optimization Manager instance. For example,
the following cur | commands get authorization to access a Workload Optimization Manager server, and then add a simple
webhook workflow to that server:

= Authenticate on the server

This command requests authentication credentials and stores them in a variable you can set to a cookie in subsequent
curl headers, where:

- <T8c_| P_ADDRESS> is the address of the Workload Optimization Manager server
-  <ADM N_ACCOUNT_NANME> is the name of an account with admin privileges
-  <ADM N_PWD> is the admin account password

JSESSI ONl D=$(curl \
--silent \
--cookie-jar - \
--insecure \
https://<T8c_I| P_ADDRESS>/ vnt ur bo/rest/| ogin \
--data "user name=<ADM N_ACCOUNT_NAME>&passwor d=<ADM N_PWD>" \
| awk '/JSESSIONID/ {print $7}')

= Create the workflow
This command creates the workflow on the server, where:
— <T8c_| P_ADDRESS> is the address of the Workload Optimization Manager server
- <WEBHOOK_ADDRESS> is the address of the webhook server

curl \
"https://<T8c_| P_ADDRESS>/ api / v3/ wor kf | ows" \
--insecure \
--conpressed \
--header 'Accept: application/json' \
--header 'Content-Type: application/json' \
--header "cookie: JSESSI ONl D=$JSESSI ONI D" \
--request POST \
--data '
{
"di spl ayNanme": "M/_WebHook",
"cl assName": "Workflow',
"description": "First webhook attenpt.",
"di scover edBy":
{

"readonl y": false
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o
"type": "WEBHOOK",
"typeSpecificDetails": {
“url": "http://<WEBHOOK ADDRESS>",
“met hod": "POST",
"tenplate": "{ \"text\":\"My Webhook Tenplate -- DATA: Action Details:
$action.details\" }",
"type": "WebhookApi DTO'
}

This is a simple webhook that sends its template to the indicated url. For a listing of the parameters you can set in the workflow,
see WebhookApiDTO (on page 120) or the "API Reference" in the API Guide.

The template payload is the string My WWebhook Tenpl ate -- DATA: Action Detail s:, plus the action details that
are included in the action's data object. The variable $act i on. det ai | s is a reference to a field in the Act i onApi DTO
object that represents the current action. Your template can reference any of the fields in this DTO, starting with acti on as
the object name. For example, $act i on. cr eat eTi nme gives you the time the action was created. For a full listing of the
Act i onApi DTOobject, see "API Reference" in the APl Guide or the APl Swagger Ul.

Sample Webhook Application

A webhook workflow sends a message to an application via HTTP. You express the message as a template that can include
values from the action data in its payload. This template can express text, JSON, or any other payload that you application can
accept.

You can use webhooks to send messages to a number of existing applications, including Slack, Amazon Web Services, and
others.

To deploy a simple example, and to test your webhook templates, you can implement a node.js server that receives the
webhook message and prints out the template data. If you install this server on a machine in your network, then you can give its
URL in the webhook workflow, and test your response to specific actions.

Following is a listing for a node.js web server that you can use.

I et port = 9090;
const http = require("http");
consol e.log( Starting server on port ${port}’);

http. createServer ((request, response) => {
request . set Encodi ng(' utf8');
consol e. | og(' REQUEST METHOD: ', request. nmethod);

let datStr = '";
request.on('data', chunk => {datStr = datStr + chunk});
request.on('end', () => {console.log(' End of DATA: ', datStr)})

}).listen(port);

When you run this program, it prints a message to the console to say that it is running, and to identify the port it listens on.

When the server receives a message, it prints out the request method, and then prints out the message payload, as specified in
the workflow's t enpl at e field.

If you have configured an Automation Policy to use this workflow, then this server will log a message for each action that
Workload Optimization Manager executes on an entity within the policy's scope.

WebhookApiDTO

The WebhookApiDTO inherits from Wor kf | owAspect
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Required Parameters:

method
= type: string
= description: The http method used to make the request.
= enum: ['GET', 'POST', 'PUT', 'DELETE', 'PATCH']

url
= type: string
= description: The URL that HTTP request is made to.

Optional Parameters:
template
= type: string
= description: The template for the body of request.
authenticationMethod
= type: string
= description: The authentication method to use for the request.
= enum: ['NONE', 'BASIC', 'OAUTH']
username
= type: string
= description: The username for the authenticated request.
password
= type: string
= description: The password for the authenticated request.
trustSelfSignedCertificates
= type: boolean

= description: If true, self-signed certificates will be trusted when using HTTPS connections. Defaults to
'false’.

headers
= type: array
= description: The request headers.
oauthData
= type: object
= description: Model to define the oAuth data.
Required Parameters:
— clientld: string The client id used for oAuth authorization.
— client Secr et : string The client secret used for oAuth authorization.
— authorizationServer Url : string The URL of the authorization server.
- grant Type: enum [ " CLI ENT_CREDENTI ALS"]
Optional Parameters:
— scope: string The oAuth scope.
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Constraints and Other Settings

Workload Optimization Manager collects metrics to drive the analysis that it uses when it calculates actions for your
environment. It compares current utilization and demand against allocated capacities for resources, so it can recommend
actions that keep your environment in optimal running condition.

Action policies include constraints and other settings that you can make to adjust the analysis that Workload Optimization
Manager performs. For example, you can set different levels of overprovisioning for host or VM resources, and Workload
Optimization Manager will consider that as a factor when deciding on actions.

Workload Optimization Manager ships with default policies that show all the constraints and settings you can make for each
policy. These take effect until you create and apply a policy with different values. For the steps in creating a new policy, see
Creating Scoped Automation Policies (on page 97). You can edit the defaults if you want to change analysis globally.

122 Cisco Systems, Inc. www.cisco.com



1IIY
CISCO

Entity Types - Applications

The supply chain strongly emphasizes our application-driven approach to managing your infrastructure. By showing the entity
types that make up your applications at the top of the hierarchy, it is easier for you to see the health of your environment and
evaluate actions from the perspective that matters - Application Performance.

®

Business Application

‘
‘I

24 |

Business Transaction

11§

Application Component

[i
Y,
&

Business Application

A Business Application is a logical grouping of Business Transactions (on page 126), Services (on page 129), Application
Components (on page 141), and other elements of the application model that work together to compose a complete

application as end users would view it. For example, a mobile banking app is a Business Application with a Business Transaction
that facilitates payments, a Service within the Business Transaction that records payment information, and underlying
Application Components (such as JVMs) that enable the Service to perform its functions.
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Business Application
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You can monitor overall performance, make resourcing decisions, and set policies in the context of your Business Applications.

Synopsis
Synopsis
Budget: Business Applications have unlimited budget.
Provides: The complete application to end users

Consumes from:

Business Transactions, Services, Application Components, Database Servers, and the underly-
ing nodes

Discovery:

Workload Optimization Manager discovers the following:
= AppDynamics Business Applications
= Dynatrace Applications

If you do not have these targets, you can create your own Business Applications using the Ap-
plication Topology feature. For details, see Application Topology (on page 146).

Monitored Resources

Workload Optimization Manager monitors the following:

= Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

= Transactions

Transaction is a value that represents the per-second utilization of the transactions allocated to a given entity.
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The Response Time and Transaction charts for a Business Application show average and peak/low values over time. You can
gauge performance against the given SLOs. By default, Workload Optimization Manager estimates SLOs based on monitored
values. You can set your own SLO values in policies.

Actions
None

Workload Optimization Manager does not recommend actions for a Business Application, but it does recommend actions for the
underlying Application Components and infrastructure. The Pending Actions chart for a Business Application lists these actions,
thus providing visibility into the risks that have a direct impact on the Business Application's performance.

Business Application Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

Action Automation and Orchestration
None

Workload Optimization Manager does not recommend actions for a Business Application, but it does recommend actions for the
underlying Application Components and infrastructure. The Pending Actions chart for a Business Application lists these actions,
thus providing visibility into the risks that have a direct impact on the Business Application's performance.

Transaction SLO

Enable this SLO if you are monitoring performance through your Business Applications.

Attribute Default Setting/Value

Enable Transaction SLO Off

Workload Optimization Manager estimates SLO based on
monitored values.

Transaction SLO None

If you enable SLO, Workload Optimization Manager uses the
default value of 10. You can change this to a different value.

Transaction SLO determines the upper limit for acceptable transactions per second. When the number of transactions reaches
the given value, Workload Optimization Manager sets the risk index to 100%.

Response Time SLO

Enable this SLO if you are monitoring performance through your Business Applications.

Attribute Default Setting/Value

Enable Response Time SLO Off

Workload Optimization Manager estimates SLO based on
monitored values.

Response Time SLO [ms] None
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Attribute Default Setting/Value

If you enable SLO, Workload Optimization Manager uses the
default value of 2000. You can change this to a different val-
ue.

Response time SLO determines the upper limit for acceptable response time (in milliseconds). If response time reaches the
given value, Workload Optimization Manager sets the risk index to 100%.

Business Transaction

A Business Transaction represents a capability within your Business Application that fulfills a response to a user-initiated
request. Its performance directly impacts user experience. You can monitor performance as experienced by your end users in
the context of Business Transactions. For more information, see Business Application (on page 123).
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Service

!
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Wirtual Data Center

Synopsis
Budget: Business Transactions have unlimited budget.
Provides: Response time and transactions to Business Applications

Consumes from:

underlying nodes

Services (on page 129), Application Components (on page 141), Database Servers, and the

Discovery:

Workload Optimization Manager discovers the following:
= AppDynamics Business Transactions

= NewRelic Key Transactions
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Synopsis

If you do not have these targets, you can create your own Business Transactions using the Ap-
plication Topology feature. For details, see Application Topology (on page 146).

Monitored Resources

Workload Optimization Manager monitors the following:
= Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

= Transactions
Transaction is a value that represents the per-second utilization of the transactions allocated to a given entity.
The Response Time and Transaction charts for a Business Transaction show average and peak/low values over time. You can

gauge performance against the given SLOs. By default, Workload Optimization Manager estimates SLOs based on monitored
values. You can set your own SLO values in policies.

Actions
None

Workload Optimization Manager does not recommend actions for a Business Transaction, but it does recommend actions for the
underlying Application Components and infrastructure. The Pending Actions chart for a Business Transaction lists these actions,
thus providing visibility into the risks that have a direct impact on the Business Transaction's performance.

Business Transaction Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

Action Automation and Orchestration
None

Workload Optimization Manager does not recommend actions for a Business Transaction, but it does recommend actions for the
underlying Application Components and infrastructure. The Pending Actions chart for a Business Transaction lists these actions,
thus providing visibility into the risks that have a direct impact on the Business Transaction's performance.

Transaction SLO

Enable this SLO if you are monitoring performance through your Business Transactions.

Attribute Default Setting/Value

Enable Transaction SLO Off

Workload Optimization Manager estimates SLO based on
monitored values.

Transaction SLO None

If you enable SLO, Workload Optimization Manager uses the
default value of 10. You can change this to a different value.
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Transaction SLO determines the upper limit for acceptable transactions per second. When the number of transactions reaches
the given value, Workload Optimization Manager sets the risk index to 100%.

Response Time SLO

Enable this SLO if you are monitoring performance through your Business Transactions.

Attribute Default Setting/Value

Enable Response Time SLO Off

Workload Optimization Manager estimates SLO based on
monitored values.

Response Time SLO [ms] None

If you enable SLO, Workload Optimization Manager uses the
default value of 2000. You can change this to a different val-
ue.

Response time SLO determines the upper limit for acceptable response time (in milliseconds). If response time reaches the
given value, Workload Optimization Manager sets the risk index to 100%.

Service

A Service in the supply chain represents one or several Application Components that perform a defined, measurable function as
part of an internal or user-initiated request. Its performance is key to understanding application performance, but only indirectly
impacts user experience. You can measure performance as experienced internal to the Business Application in the context of
Services.

For more information, see Application Component (on page 74 1) and Business Application (on page 123).
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Synopsis

................

Synopsis

Budget: Services have unlimited budget.

Provides: Response time and transactions to Business Transactions (on page 126) and Business Appli-
cations

Consumes from: Application Components, Database Servers, and the underlying nodes

Discovery: For APM targets, Workload Optimization Manager discovers the following:

= AppDynamics Tiers

= Dynatrace Services

= Instana Services

= NewRelic APM Applications / NewRelic Services (New Relic ONE)

NOTE:
If you do not have an APM target, you can create your own Services using the Applica-
tion Topology feature. For details, see Application Topology (on page 146).

For Kubernetes, Workload Optimization Manager discovers Kubernetes Services through the
Kubeturbo pod that you have deployed in your environment.
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Monitored Resources

Workload Optimization Manager monitors the following:
= Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

For Kubernetes, this is the desired weighted average response time of all Application Component replicas associated
with a Service.

= Transactions
Transaction is a value that represents the per-second utilization of the transactions allocated to a given entity.
For Kubernetes, this is the maximum number of transactions per second that each Application Component replica can
handle.

The Response Time and Transaction charts for a Service show average and peak/low values over time. You can gauge
performance against the given SLOs. By default, Workload Optimization Manager estimates SLOs based on monitored values.
You can set your own SLO values in policies.

Actions for non-Kubernetes Services

Workload Optimization Manager does not recommend actions for non-Kubernetes Services, but it does recommend actions
for the underlying Application Components and nodes. The Pending Actions chart for Services list these actions, thus providing
visibility into the risks that have a direct impact on their performance.

Actions for Kubernetes Services

For horizontally scalable Kubernetes Services that collect performance metrics (or KPIs) for applications, Workload Optimization
Manager can dynamically adjust the number of pod replicas that back those Services to help you meet SLOs (Service Level
Obijectives) for your applications.

For example, when current response time for an application is in direct violation of SLO, Workload Optimization Manager will
recommend provisioning pods to improve response time. When you examine a pending action to provision pods, you will see
Response Time Congestion as the reason for the action.

Provision Actions (16) o L

Rigk = Hesponse Tima Congastion X

[ Contaireer Pod bar Eomainer Chilie vl i s
robat-shop/ralings-B5Thd6d9c4d-5v  Kubemeles-endre-dc11-  robol-shop Responss Time Congastion
robot-shopiratings-85fbdGdiicd-5v  Kubametes-andre-do11 rebot-shop Rasponss Time Congestion
robol-shop/user-GocbSESchd-ahibk  Kubemeles-endre-gc11-  nobot-shop Responss Time Congestion

If applications can meet response time SLOs using less resources, Workload Optimization Manager will recommend suspending
pods to improve infrastructure efficiency.
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Suspend Actions (2)

I:I Container Pod Mam Comtainer Chusier Mg pub

L| demoapptwitter-cass-apl-SbdS888  Kubametes-cop-testbed  demoapp

|_| demoappdtwilter-cass-iweal-6B5EE8  Kubemeles-cop-lasibed  demoapp

Action Generation Requirements

Imgroea infrastructune efficlency

Irmprowe infrastruciune sfficiency

L

3= ADDFILTER

Workload Optimization Manager generates actions for Kubernetes Services under the following conditions:
= Services are discovered by the Kubeturbo pod that you have deployed in your environment.

= Services collect performance metrics via the Instana target or DIF (Data Ingestion Framework).

= You have created policies for the Services.
Creating Policies for Kubernetes Services

You can create policies from two places.

= Workload Optimization Manager user interface

Navigate to Settings > Policies, and then click New Automation Policy > Service. The next section discusses how to

configure the policy correctly.
The policy should be similar to the following:
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<« Configure Service Policy X
Policy_#
=  SCOPE

AM-Service GF X

+ POLICY SCHEDULE

=  AUTOMATION AMD ORCHESTRATION

HORIZONTAL SCALE UP, HORIZOMTAL SCALE DOWN i | |

= OPERATIONAL CONSTRAINTS

Aesponse Tirme SLO )] w 2000 ms
Enabida F nsa Time SLO w

Enable Transaclion SLC w

Transaction SLE W 10

= Kubernetes cluster

Application owners who do not have access to the Workload Optimization Manager user interface can create the
following CR files in their Kubernetes clusters. Kubeturbo discovers the settings in these files and then syncs them with
the user interface every ten minutes.

— ServicePolicy CRfile

This is a YAML file that specifies the policy settings that apply to a group of Kubernetes Services (download a
sample here). The next section discusses how to configure this file correctly.

The file should be similar to the following:

api Versi on: policy.turbonom c.io/vlal phal
ki nd: SLOHori zont al Scal e
net adat a:
nane: Policy_ A
spec:
m nReplicas: 1
maxReplicas: 10
obj ecti ves:
- nane: ResponseTi me

val ue: 300

- name: Transaction
val ue: 20

behavi or:

Workload Optimization Manager 3.6.3 User Guide 133


https://raw.githubusercontent.com/turbonomic/turbo-crd/master/config/samples/policy_v1alpha1_slohorizontalscale.yaml

Entity Types - Applications

scal eUp: Automatic
scal eDown: Di sabl ed

IMPORTANT:

Before creating the Ser vi cePol i cy CR file, be sure to add this CRD file to the Kubernetes cluster. This
CRD file is mandatory and is intended to ensure the validity of the Ser vi cePol i cy CR file.

— ServicePol i cyBi ndi ng CR file

This is a YAML file that binds the policy settings specified in Ser vi cePol i cy to the group of Kubernetes
services specified in this CR file (download a sample here). The next section discusses how to configure this file
correctly.

The file should be similar to the following:

api Versi on: policy.turbonom c.io/vlal phal
ki nd: Pol i cyBi ndi ng
net adat a:
nane: AH Service GP
pol i cyRef:
ki nd: SLCHori zont al Scal e
name: Policy_A
targets:
- api Version: apps/vl
ki nd: Service
nanme: cass-api
- api Version: apps/vl
ki nd: Service
nanme: cass-(cass|user)

IMPORTANT:
Before creating the Ser vi cePol i cyBi ndi ng CR file, be sure to add this CRD file to the

Kubernetes cluster. This CRD file is mandatory and is intended to ensure the validity of the
Ser vi cePol i cyBi ndi ng CR file.

Settings for Kubernetes Service Policies

Configure the following settings for the policies.

NOTE:

When a group of Services applies multiple conflicting policies, Workload Optimization Manager enforces the policy with
the most conservative settings.

Set-
ting

User Interface Kubernetes Cluster CR Files

Scope

Specify a group of Kubernetes Services that will apply the policy.

Select a group of Services. Configure the following in the Ser vi cePol i -
cyBi ndi ng CR file:

nmet adat a:
name: <G oup_Nanme>
pol i cyRef:
ki nd: SLOHori zont al Scal e
nane: <Policy_Name>
targets:
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Set-
ting

User Interface

Kubernetes Cluster CR Files

< Configure Services Policy

= SCOPE

+ POLICY SCHEDULE

4+  AUTOMATION AND QRCHESTRATION

+ OFPERATIONAL CONSTRAINTS

- api Version: apps/vl

ki nd: Service

nanme: <Service_Nanme_1>
- api Version: apps/vl

ki nd: Service

nane: <Service_Nanme_2>

Where:

= <G oup_Nane> is the name of the
group of Services that will apply the
policy. In the user interface, this group
will be added to Search > Groups and
will be shown in the format <Nane-
space>/ <& oup_Nane>[ Target _-
Nane] .

= <Pol i cy_Nane> is the policy name
defined in the Ser vi cePol i cy CR
file. The name appears as follows:

net adat a:
nanme: <Policy_Nane>

In the user interface, this policy will be
added to Settings > Policies.

= Service_ Nanme_ 1 and Service_-
Name_2 are the Services belonging to
the group. Add more entries as need-
ed. You can specify actual names or use
regular expressions.

Policy
name

Give the policy a name.

Type a name.
< Configure Services Policy

+ POLICY SCHEDLULE
4+ AUTOMATION AND ORCHESTRATION

+ OPERATIOMAL CONSTRAINTS

Configure the following in the Ser vi cePol i -
cy CRfile:

met adat a:
nane: <Policy_Name>
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See Action Modes (on page 72) for details.

NOTE:

’ﬁr?;_ User Interface Kubernetes Cluster CR Files
Hori- Choose from the following:

zon;cal = Turn on scale up and scale down.

isncga i = Turn on scale up, turn off scale down.

ac- = Turn on scale down, turn off scale up.

tions

To turn on, set the action mode to Automatic, Manual, or Recommend. To turn off, set the action mode to Disabled.

If you turned off horizontal scaling but specified SLOs values in the policy, actions do not generate but SLO
values will continue to display in the Response Time and Transaction charts for Services, for your reference.
This allows you to gauge performance against those SLOs.

Specify the scale actions and their action modes.

¢ Configure Services Policy

+ SCOPE
+ POLICY SCHEDULE

# L

d= AUTOMATION AND OQRCHESTRATION .

4+ OPERATIOMAL COMSTRAINTS

Configure the following in the Ser vi cePol i -
cy CR file:

behavi or:
scal eUp: <Action_Mde>
scal eDown: <Acti on_Mode>

SLOs Set SLOs and your desired SLO values.
= Response Time SLO

= Transaction SLO

replica can handle.

Response Time SLO is the desired weighted average response time (in milliseconds) of all Application
Component replicas associated with a Service.

Transaction SLO is the maximum number of transactions per second that each Application Component

If an SLO value is not specified, the policy will use the default value in the global policy for Services.

fy SLO values.

Enable Response Time and/or Transaction SLO, and then speci-

Configure the following in the Ser vi cePol i -
cy CR file:
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’ﬁr?gt;_ User Interface Kubernetes Cluster CR Files
¢ Configure Services Policy obj ecti ves:
- nane: ResponseTi nme
val ue: <ResponseTi mreSLO>
- nanme: Transaction
val ue: <Transacti onSLO>
To disable a particular SLO, remove the nane-
+ SCOPE val ue pair from the file.
+ POLICY SCHEDULE
+ AUTOMATION AND ORCHESTRATION
T T T EEEEEEE e =
/= OPERATIONAL CONSTRAINTS i
i i
i Enablea Heas & Time SL0 o {I} :
]
i :
1 1
1 ]
: ms :
1 1
1 ]
1 ]
! i
i Enable Transaction SLO . {j} :
: :
1 ]
1 1
1 1
! |
'\_‘ _________________________________________________ _,."'
(Op- You can adjust the default values based on the characteristics of your applications or if you are planning for capaci-
tional) | ty. The maximum value also acts as a safeguard against overprovisioning of replicas.
Mini-
mum Specify your desired values. Configure the following in the Ser vi cePol i -
and cy CRfile:
Maxi-
mum spec:
Repli- m nRepl i cas: <m nRepl i cas>
cas maxRepl i cas: <nmaxRel i cas>
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Set-

ting User Interface Kubernetes Cluster CR Files

¢ Configure Services Policy

+ SCOPE
+ POLICY SCHEDULE
+  AUTOMATION AMD ORCHESTRATION

= OPERATIOMNAL COMSTRAINTS

Ainimum Replicas o 1

Propagation of Service Policy Settings

Settings in a Service policy propagate to the associated pods and Application Components to establish their relationship and
provide context.

For example, assume you created a group of Services called AH Ser vi ce_GP and then applied the Service policy Ah-

Test HScal e to that group. When you set the scope to this group, Ah- Test HScal e displays as a policy in the entity views
for Services, Application Components, and Container Pods. You can click the policy name in any view to see or modify the
policy settings.
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AH-Service_GP

-
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b A i i !
- L) i i !
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| [ H Ha<al i
[praes . Burs O ’
[ i
- App Component Settings 0 Container Pod Settings
| ‘ * ACTION AUTDMATION o *  ACTION AUTOMATION

.
"
@ *  OEFRATIONAL CONETRAINTS 5

* UTILIZATION COMSTRAINTS [% A e Cipomprnen

To prevent conflicts, SLO values in Service policies override any SLOs set in Application Components. In addition, the Response
Time and Transaction charts for Application Components show SLOs specified in the Service policy.

Action Automation Considerations

We recommend action automation under the following circumstances:
= Your applications run as a set of Kubernetes services backed by a deployment.
= Services deploy via a namespace without quotas.
= Newly provisioned pods are placed on nodes with the same CPU speed.
= You do not have an upstream Kubernetes HPA (Horizontal Pod Autoscaling) enabled for the same workload.

We recommend that you disable automation and manually execute actions under the following circumstances:
= Services deploy via a namespace with quotas.
= Newly created pods are scheduled on nodes with different CPU speeds.

= Services have non-resource constraints that could result in newly provisioned pods staying in the pending state.

Service Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.
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Policies for Non-Kubernetes Services

Action Automation and Orchestration

Workload Optimization Manager does not recommend actions for non-Kubernetes Services, but it does recommend
actions for the underlying Application Components and nodes. The Pending Actions chart for Services list these actions,
thus providing visibility into the risks that have a direct impact on their performance.

Transaction SLO
Enable this SLO if you are monitoring performance through Services.

Attribute Default Setting/Value

Enable Transaction SLO Off

Workload Optimization Manager estimates SLO based on
monitored values.

Transaction SLO None

If you enable SLO, Workload Optimization Manager uses
the default value of 10. You can change this to a different
value.

Transaction SLO determines the upper limit for acceptable transactions per second. When the number of transactions
reaches the given value, Workload Optimization Manager sets the risk index to 100%.

Response Time SLO
Enable this SLO if you are monitoring performance through Services.

Attribute Default Setting/Value

Enable Response Time SLO Off

Workload Optimization Manager estimates SLO based on
monitored values.

Response Time SLO [ms] None

If you enable SLO, Workload Optimization Manager uses
the default value of 2000. You can change this to a dif-
ferent value.

Response time SLO determines the upper limit for acceptable response time (in milliseconds). If response time reaches
the given value, Workload Optimization Manager sets the risk index to 100%.

Policies for Kubernetes Services

These are the policy settings that you configure from the user interface. Workload Optimization Manager also supports policy
settings configured in CR files in your Kubernetes clusters. For details, see Actions for Kubernetes Services (on page 131).

Action Automation and Orchestration

For horizontally scalable Kubernetes Services that collect performance metrics (or KPIs) for applications, Workload
Optimization Manager can dynamically adjust the number of pod replicas that back those Services to help you meet
SLOs (Service Level Objectives) for your applications.

To generate these actions, you must turn on horizontal scaling (up and/or down) and specify your desired SLOs in a
Service policy.

For details about these actions and the environments that are suitable for automating these actions, see Actions for
Kubernetes Services (on page 131).
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Attribute Default Setting/Value
Horizontal Scale Down Off (Disabled)
Horizontal Scale Up Off (Disabled)

= Transaction SLO
Transaction SLO is the maximum number of transactions per second that each Application Component replica can

handle.
Attribute Default Setting/Value
Enable Transaction SLO Off
Transaction SLO None

If you enable SLO, Workload Optimization Manager uses
the default value of 10. You can change this to a different
value.

= Response Time SLO

Response Time SLO is the desired weighted average response time (in milliseconds) of all Application Component
replicas associated with a Service.

Attribute Default Setting/Value
Enable Response Time SLO Off
Response Time SLO [ms] None

If you enable SLO, Workload Optimization Manager uses
the default value of 2000. You can change this to a dif-
ferent value.

*=  Minimum and Maximum Replicas

You can adjust the default values based on the characteristics of your applications or if you are planning for capacity.
The maximum value also acts as a safeguard against overprovisioning of replicas.

Attribute Default Setting/Value
Minimum Replicas 1
Maximum Replicas 10000

Application Component

An Application Component is a software component, application code, or a unit of processing within a Service (on page 129)
that consumes resources to enable it to perform its function for the Business Application (on page 123). For example, Apache
Tomcat is a Java Servlet container that hosts a range of Java applications on the web.

Workload Optimization Manager can recommend actions to adjust the amount of resources available to Application
Components.
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Synopsis

Business Application

F g

g

Business Transaction

l

L |
8

SErVICE

b

©

Application Compamnen

!

154

Container

_—

Synopsis
Budget: Application Components have unlimited budget.
Provides: = Response Time and Transactions to Services, Business Transactions (on page 126),
and Business Applications
= Response Time, Transactions, Heap, Remaining GC Capacity, and Threads to end users
Consumes: Compute resources from nodes
Discovery: Workload Optimization Manager discovers the following:
= Apache Tomcat
= AppDynamics Nodes
» Dynatrace Processes
= NewRelic APM Application Instances
= Application Insights Components
= SNMP
= WMI
= Data Ingestion Framework metrics for Kubernetes environments
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Monitored Resources

The exact resources monitored will differ based on application type. This list includes all resources you may see.

Virtual CPU

Virtual CPU is the measurement of CPU utilized by the entity.

Virtual Memory

Virtual Memory is the measurement of memory utilized by the entity.

Transactions

Transaction is a value that represents the per-second utilization of the transactions allocated to a given entity.
Heap

Heap is the portion of a VM or container’s memory allocated to individual applications.

Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

Connection
Connection is the measurement of Database Server connections utilized by applications.
Remaining GC Capacity

Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage collection
(GC).

Threads

Threads is the measurement of thread capacity utilized by applications.

The charts for an Application Component show average and peak/low values over time. You can gauge performance against the
given SLOs. By default, Workload Optimization Manager does not enable SLOs in the default policy for Application Components.
It estimates SLOs based on monitored values, but does not use these values in its analysis.

NOTE:

In Kubernetes environments, SLOs defined in a Service policy override any SLOs set in the associated Application
Components to prevent conflicts. In addition, the Response Time and Transaction charts for Application Components will
show SLOs specified in the Service policy. For more information, see Actions for Kubernetes Services (on page 131).

Actions
Resize

Resize the following resources to maintain performance:

Thread Pool

Workload Optimization Manager generates thread pool resize actions. These actions are recommend-only and can only
be executed outside Workload Optimization Manager.

Connections

Workload Optimization Manager uses connection data to generate memory resize actions for on-prem Database
Servers.

Heap
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Workload Optimization Manager generates Heap resize actions if an Application Component provides Heap and
Remaining GC Capacity, and the underlying VM or container provides VMem. These actions are recommend-only and
can only be executed outside Workload Optimization Manager.

NOTE:
Remaining GC capacity is the measurement of Application Component uptime that is not spent on garbage
collection (GC).

The resources that Workload Optimization Manager can resize depend on the processes that it discovers from your Applications
and Databases targets. Refer to the topic for a specific target to see a list of resources that can be resized.

Application Component Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

Action Automation and Orchestration

For details about Application Component actions, see Application Component Actions. (on page 143)

Action Default Mode

Resize heap (up or down) Recommend

Resize thread pool (up or down) | Recommend

Resize connections (up or Recommend
down)

You can use Action Scripts (on page 112) for action orchestration. Third-party orchestrators (such as ServiceNow) are not
supported.

Transaction SLO

Enable this SLO to monitor the performance of your Application Components.

NOTE:

In Kubernetes environments, SLOs defined in a Service policy override any SLOs set in the associated Application
Components to prevent conflicts. In addition, the Response Time and Transaction charts for Application Components will
show SLOs specified in the Service policy. For more information, see Actions for Kubernetes Services (on page 1317).

Attribute Default Setting/Value

Enable Transaction SLO Off

Workload Optimization Manager estimates SLO based on
monitored values.

Transaction SLO None
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Attribute Default Setting/Value

If you enable SLO, Workload Optimization Manager uses the
default value of 10. You can change this to a different value.

Transaction SLO determines the upper limit for acceptable transactions per second. When the number of transactions reaches
the given value, Workload Optimization Manager sets the risk index to 100%.

Response Time SLO

Enable this SLO to monitor the performance of your Application Components.

NOTE:

In Kubernetes environments, SLOs defined in a Service policy override any SLOs set in the associated Application
Components to prevent conflicts. In addition, the Response Time and Transaction charts for Application Components will
show SLOs specified in the Service policy. For more information, see Actions for Kubernetes Services (on page 1317).

Attribute Default Setting/Value

Enable Response Time SLO Off

Workload Optimization Manager estimates SLO based on
monitored values.

Response Time SLO [ms] None

If you enable SLO, Workload Optimization Manager uses the
default value of 2000. You can change this to a different val-
ue.

Response time SLO determines the upper limit for acceptable response time (in milliseconds). If response time reaches the
given value, Workload Optimization Manager sets the risk index to 100%.

Heap Utilization

The Heap utilization that you set here specifies the percentage of the existing capacity that Workload Optimization Manager

will consider to be 100% of capacity. For example, a value of 80 means that Workload Optimization Manager considers 80%
utilization to be 100% of capacity.

Attribute Default Value

Heap Utilization (%) 80

Workload Optimization Manager uses Heap utilization and Remaining GC Capacity (the percentage of CPU time not spent on
garbage collection) when making scaling decisions. Assume Heap utilization is at 80%, which is 100% of capacity. However,
if Remaining GC Capacity is at least 90% (in other words, CPU time spent on garbage collection is only 10% or less), an 80%

Heap utilization does not indicate a shortage after all. As a result, Workload Optimization Manager will not recommend Heap
scaling.

If Heap utilization is low and Remaining GC Capacity is high, Workload Optimization Manager will recommend resizing down
Heap. If the opposite is true, then Workload Optimization Manager will recommend resizing up Heap.
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Heap Scaling Increment

This increment specifies how many units to add or subtract when scaling Heap for an application component.

Attribute Default Value

Heap Scaling Increment (MB) 128

Do not set the increment value to be lower than what is necessary for the Application Component to operate. If the increment is
too low, then it’s possible there would be insufficient Heap for the Application Component to operate. When reducing allocation,
Workload Optimization Manager will not leave an Application Component with less than the increment value. For example, if you
use the default 128, then Workload Optimization Manager cannot reduce the Heap to less than 128 MB.

Application Topology

Workload Optimization Manager gives you the ability to create your own Business Applications (on page 123), Business
Transactions (on page 126), and Services (on page 129) without the need to ingest additional application data into the
platform. This is especially useful in environments where there are gaps in the application stack shown in the Workload
Optimization Manager supply chain. For example, in the absence of an application monitoring target such as AppDynamics or
Dynatrace, you will not see Business Applications in your supply chain. User-created application entities address those gaps.

When you create a new application entity, you identify interrelated application entities and nodes (i.e., the infrastructure that
backs the application entities) in your environment for which you want to measure performance. Workload Optimization Manager
then links them in a supply chain and represents them as a unified group. You can monitor overall performance for the group in
the context of the new application entity, and drill down to the individual entities and nodes for finer details.
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Workload Optimization Manager does not perform analysis on any user-created application entity, but it aggregates the
underlying risks the same way it does for auto-discovered entities.

After you create an application entity, Workload Optimization Manager counts it in the global supply chain and adds it to the
relevant charts (for example, if you created a new Service that has performance risks, you might see it listed in the Top Services
chart). Drill down to the newly created entity to monitor its performance. You can also use Search to find the application entity
and set it as your scope.

NOTE:
It could take up to 10 minutes to see newly created entities in the supply chain.

Creating Application Entities
1. Navigate to the Settings Page.

ted

SETTINGS

2. Choose Application Topology.

Workload Optimization Manager 3.6.3 User Guide 147



Entity Types - Applications

3.

4.

A

Application Topology

Click New Application Topology and then choose Automatic or Manual.

Automatic

Create a new application entity composed of tagged entities. For example, create a new Business Application
composed of VMs with the "Production” tag.

a. Select the application entity type that you want to create.

b. Type an entity name prefix to help you easily identify the application entities that Workload Optimization
Manager will create for you.

c. Specify the tags that will identify the underlying entities.
Manual
Create a new application entity composed of a specific set of application entities and nodes.
a. Select the application entity type that you want to create.
b. Give the application entity a name.
c. Select the underlying application entities and nodes.
d. Enable or disable Direct Link.
— Disabled (default)

When Direct Link is disabled, Workload Optimization Manager creates a context-based definition
of the application entity you are creating and automatically updates that definition as the entity
evolves. This allows you to create flexible definitions with minimal effort.

The underlying application entities and nodes that you specified act as "seed entities" for creating
the definition. Workload Optimization Manager uses these seed entities to identify the highest
entity in the supply chain and any other related entities ("leaf entities"), and then creates a

new context-based definition. The result is an application topology that closely matches your
environment.

For example, your initial intent might be to create a new Business Application entity composed of
several Services (seed entities), so you can monitor performance at the Service level. However,
you might not be aware of other entities that could impact performance, making it more time-
consuming to identify and resolve performance issues outside of the selected scope. With Direct
Link disabled, Workload Optimization Manager might discover Application Components and VMs
(leaf entities) that back the Services, and then show them in the supply chain. The result is a more
complete representation of the Business Application that shows performance risks at each level
of the discovered application stack. As the composition of the Business Application changes,
Workload Optimization Manager automatically updates the definition so your supply chain view
remains current.

— Enabled

When Direct Link is enabled, Workload Optimization Manager creates a definition based solely
on your selected entities. This option is ideal if you require full control of your definitions. For
example, you might have a requirement to limit the scope of your performance monitoring to
certain entities.

Click Create Definition.
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Workload Optimization Manager discovers and monitors the entities that make up your container platform, and recommends
actions to assure performance for the applications that consume resources from these entities.
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For a Cloud Native environment, Workload Optimization Manager discovers:
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Entity Type

Kubernetes Object or Reference

Notes

Service (on page 129)

Service

A logical set of pods that represents a
given application. In Kubernetes, the
Service exposes a single entry point
for the application process. While the
Pods that comprise the service are
ephemeral, the service is persistent.
The Service entity also gives historical
tracking of the number of replicas that
run to support the Service.

Container (on page 151)

Container

The individual containers that deploy

in your environment. Because the con-
tainer instances that support a service
can change at any time, these are con-
sidered ephemeral.

Container Pod (on page 165)

Pod

These are the smallest deployable units
of computing that you can create and
manage in Kubernetes. One Contain-
er Pod can contain multiple Contain-

er entities. These are also considered
ephemeral.

Container Spec (on page 158)

A container's Spec

Persistent entities that collect contain-
ers with like properties. In Kubernetes
the container's Spec includes the size
specifications of limits and requests.

In the Workload Optimization Manag-
er supply chain, the count of replicas
maps to the count of Container entities
that a Container Spec encompasses.
In Workload Optimization Manager, the
persistent Container Spec maintains
historical data for its ephemeral con-
tainers, and all the replicas that have
run in the past.

Workload Controller (on page 163)

Controller

A persistent entity that maps to the dif-
ferent controllers in your Kubernetes
environment, such as Deployments or
Stateful Sets. A single Workload Con-
troller can contain one or more Con-
tainer Spec entities, and it can be re-
lated to one or more running replica
pods.

In the Supply Chain, the Workload
Controller exposes the impact of
Namespace quotas on Container Spec
resize actions. The Workload Controller
aggregates resize actions for the con-
tainers that are in its supply chain. In
this way, a single action on a Work-
load Controller can encompass multiple
Container actions.
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Entity Type

Kubernetes Object or Reference

Notes

Namespace (on page 173)

Namespace

A logical group of workloads each
namespace must be unique within a
given Container Cluster. You can spec-
ify Resource Quotas for a Namespace,
which limit compute resource capaci-
ty available to its workloads. Workload
Optimization Manager will block exe-
cution of resize actions that would ex-
ceed Namespace quotas, and identify
the quota increase you need to accom-
modate the workload resize.

For Red Hat OpenShift, a Namespace is
equivalent to a Project.

Container Cluster (on page 176)

Cluster

A collection of VMs (referred to as
Nodes in Kubernetes). The Contain-
er Cluster scope aggregates actions
SO you can see cluster health in one
view. This gives you an idea of clus-
ter health from the perspective of your
workloads.

Virtual Machine (Kubernetes Node) (on
page 180)

Node

In Kubernetes environments, a node

is a virtual or physical machine that
contains the services necessary to run
pods. Workload Optimization Manag-
er represents nodes as Virtual Machine
entities in the supply chain.

Workload Optimization Manager can
discover node roles and Master Nodes.
It creates policies to keep nodes of the
same role on unique host or Availability
Zone providers, and policies to disable
suspension of Master Nodes. Workload
Optimization Manager also discovers
and displays Node Pools, and Red Hat
OpenShift Machine Sets.

Volume (on page 242)

PV

If a Container Pod is attached to a vol-
ume, Workload Optimization Manag-
er discovers it as a Persistent Volume
(PV), and shows which Pods are con-
nected to the PV.

Container

An application container is a standalone, executable image of software that includes components to host an application.
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Synopsis
Budget: A container obtains its budget by selling resources to the hosted application.
Provides: Resources for the applications to use:
= Virtual CPU
= Virtual Memory
Consumes: Resources from container pods, virtual machines, and virtual datacenters.
Discovered through: For Kubernetes, Workload Optimization Manager discovers containers through the Kubeturbo
pod that you have deployed in your environment.
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Synopsis

For Dynatrace and AppDynamics hosted on containers:

= Dynatrace: Workload Optimization Manager discovers containers through the metadata
of processes.

= AppDynamics: Workload Optimization Manager discovers containers through container
objects.

Monitored Resources

Workload Optimization Manager monitors the following resources for a container:
VMem
The virtual memory utilized by the container against the memory limit (if no limit is set, then node capacity is used).
VMem Request
If applicable, the virtual memory utilized by the container against the memory request.
VCPU

The virtual CPU (in mCores) utilized by the container against the CPU limit (if no limit is set, then node capacity is
used).

VCPU Request
If applicable, the virtual CPU (in mCores) utilized by the container against the CPU request.
VCPU Throttling

The throttling of container vCPU that could impact response time, expressed as the percentage of throttling for all
containers associated with a Container Spec. In the Capacity and Usage chart for containers, used and utilization
values reflect the actual throttling percentage, while capacity value is always 100%.

Actions
Resize

Resize containers to assure optimal utilization of resources. By default, containers resize consistently, which allows all replicas of
the same container for the same workload type to resize any resource consistently.

vCPU Limit Resizing Due to Throttling

For vCPU limit resizes, Workload Optimization Manager will recommend a resize up action, even if utilization percentile is low, to
address slow response times associated with CPU throttling.

CPU throttling occurs when you configure a CPU limit on a container, which can inadvertently slow your applications' response
time. Even if you have more than enough resources on your underlying node, your container workload will still be throttled
because it was not configured properly. High response times are directly correlated to periods of high CPU throttling, and this is
exactly how Kubernetes was designed to work. Learn more about CPU throttling here.

Especially for sudden throttling spikes, Workload Optimization Manager will persist the related resize actions so you can
evaluate these actions even after the spikes have gone away, and then execute them to prevent spikes from re-occurring.

As throttling drops, Workload Optimization Manager will not recommend a resize down action right away, as this could result
in subsequent back-and-forth upsize and downsize recommendations. Instead, it evaluates past throttling to decide when a
resize down action is finally safe to execute. To ensure the timeliness of these actions and arrive at the optimal resize values to
recommend, Workload Optimization Manager calculates fast and slow moving throttling averages, and then displays smoothed
and daily averages in charts.

Smoothed average is an exponential moving average and moving variance method used on CPU throttling data. It allows
analysis to generate a vCPU limit resize up action more quickly when throttling is detected, and be conservative on resize down
to mitigate introducing throttling.
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Action Visibility, Merging, and Execution

Workload Optimization Manager shows and executes container resize actions via Workload Controllers (on page 163). You will
not see actions when you set the scope to containers.

Actions also propagate to application entities and the underlying container infrastructure to show the impact of these actions on
the health of your applications and container environment.

Executing several container resize actions can be very disruptive since pods need to restart with each resize. For replicas

of the container scale group(s) related to a single Workload Controller, Workload Optimization Manager consolidates resize
actions into one merged action to minimize disruptions. When a merged action has been executed (via the associated Workload
Controller), all resizes for all related container specifications will be changed at the same time, and pods will restart once.

After you set the scope to Workload Controllers, go to the Pending Actions chart and then click Show All to see the full list of
resize actions that you can execute. This list includes individual and merged actions. You can filter the list to focus on specific
actions, such as actions to address resource congestion or vCPU throttling.

REE - Resire Artiona 104

Workload Congrodbers [ 10

By default, container resize actions are set in Manual mode at the Workload Controller level. This means that Workload
Optimization Manager will not execute any action automatically, and you can manually select the actions that you want to
execute. If you prefer to execute actions outside Workload Optimization Manager, create Workload Controller policies and set
the resize action mode to Recommend. To automate actions, create Workload Controller policies and set the resize action mode
to Automatic.

For each action, click DETAILS and expand the Details section to view time series charts that explain the reason for the action.
These charts highlight utilization percentiles and smoothed throttling averages for a given observation period. Workload
Optimization Manager uses percentile calculations to make accurate resize decisions.
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These charts also:
= Plot daily average percentiles and throttling, for your reference.

= Show projected percentiles after you execute the action. If you have previously executed resize actions on the same
Workload Controller, the charts show the resulting improvements in daily average utilization.

Put together, these charts allow you to easily recognize trends that drive Workload Optimization Manager's resize
recommendations.

NOTE:
You can set scaling constraints in Container Spec policies to refine the percentile calculations. For details, see
Aggressiveness and Observation Periods (on page 161).

Tuned Scaling for Containers

Workload Optimization Manager can automate resizes if the resize values fall within a normal range, and then post more
conservative actions when resize values fall outside the range. To do this, you would set specific action modes and tuned
scaling values in policies.

For example, consider resizing vMem limits. As memory demand increases, Workload Optimization Manager can automatically
execute vMem limit resizes that fall within the normal range. If the Container Spec requests memory beyond the normal range,
Workload Optimization Manager will either ignore the action or post it for you to review, depending on the tuned scaling settings
that you configured.
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Assume the following tuned scaling settings in policies:

< Configure Container Spec Policy x ¢ Configure Workload Controller Policy X
+ SCOPE + SCOPE
4+ POLICY SCHEDULE + POLICY SCHEDULE
= AUTOMATION AND ORCHESTRATION = AUTOMATION AND ORCHESTRATION

Defines how actions are accepted Defines how JCEEons are pccepted

i ™ _ r Y -
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= OPERATIOMAL CONSTRAINTS

WMEM Limit Resize Max Thrashe

= The Operational Constraints settings in the Container Spec policy specify 100 MB to 500 MB as the normal range.

= With the Resize action mode in the Workload Controller policy set to Automatic, Workload Optimization Manager will
automate resize up actions that are below the max threshold and resize down actions that are above the min threshold.

NOTE:
If the action mode is Recommend, Workload Optimization Manager will post the actions for you to review. You
can only execute these actions outside Workload Optimization Manager.

= In the Container Spec policy, since the action mode for vMem Limit Resize Above Max and vMem Limit Resize Below
Min is set to Disabled, Workload Optimization Manager will not generate resize actions that fall outside the normal range.

= Since VMEM increment constant is not defined in the Container Spec policy, Workload Optimization Manager uses the
default value of 128 MB.
With these two policies in effect:

= If a Container Spec with 200 MB of vMEM limit needs to resize to 328 MB, Workload Optimization Manager automatically
resizes to 328 MB.

= If a Container Spec with 200 MB of vMEM limit needs to resize to 72 MB, Workload Optimization Manager does not
generate the action. vMEM limit remains at 200 MB.
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NOTE:

Action policies include scope to determine which entities will be affected by the given policy. It's possible for two or
more policies to affect the same entities. As is true for other policy settings, Workload Optimization Manager uses the
most conservative settings for the affected entities.

For tuned scaling, the effective action mode will be the most conservative, and the effective tuned scaling range will be
the narrowest range (the lowest Max and highest Min) out of the multiple policies that affect the given entities. For more
information, see Policy Scope (on page 104).

Container Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

Action Automation and Orchestration
Resize

Resize containers to assure optimal utilization of resources. By default, containers resize consistently, which allows all replicas of
the same container for the same workload type to resize any resource consistently.

Workload Optimization Manager shows and executes container resize actions via Workload Controllers (on page 163). You will
not see actions when you set the scope to containers.

Default Mode
Action

Container | Workload Controller
Re- N/A Manual (automat-
size able)

For details, see Container Actions (on page 153).

Consistent Resizing
= For groups in scoped policies:

Attribute Default Setting

Consistent Resizing Off

When you create a policy for a group of containers and turn on Consistent Resizing, Workload Optimization Manager
resizes all the group members to the same size, such that they all support the top utilization of each resource commodity
in the group. For example, assume container A shows top utilization of CPU, and container B shows top utilization of
memory. Container resize actions would result in all the containers with CPU capacity to satisfy container A, and memory
capacity to satisfy container B.

For an affected resize, the Actions List shows individual resize actions for each of the containers in the group. If you
automate resizes, Workload Optimization Manager executes each resize individually in a way that avoids disruption to
your workloads.

* For auto-discovered groups:
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Workload Optimization Manager discovers Kubernetes groups such as Deployments, ReplicationControllers, ReplicaSets,
DaemonSets, and StatefulSets, and automatically enables Consistent Resizing in a read-only policy for each group.
If you do not need to resize all the members consistently, create another policy for the group and turn off Consistent

Resizing.

Container Spec

A Container Spec is a shared definition for all ephemeral container replicas. It is a persistent entity that retains the historical
utilization data of containers, which Workload Optimization Manager leverages to make container sizing decisions. Utilization

data includes:

= vCPU used by all container replicas
= vCPU request capacity (if applicable)
= vMem used by all container replicas
= vMem request capacity (if applicable)

Synopsis

Application Component

Contalmner Posd Waorklosd Controller

'

N.|I'|'||".|,:-.|: "
Synopsis
Budget: N/A
Provides: N/A
Consumes: N/A
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Synopsis

Discovered through: Kubeturbo Mediation Pod

Monitored Resources

When you view the resources for a Container Spec, you will see the historical usage of any instance of a container running
for the workload (assuming the workload name stays the same). The chart shows the trend of usage even with restarts or
redeployments.

Actions
None

A Container Spec retains the historical utilization data of ephemeral containers. Workload Optimization Manager uses this data
to make accurate container resize decisions, but does not recommend actions for the Container Spec itself.

NOTE:

To view container resize actions, set the scope to the Workload Controller for related containers. Go to the Pending
Actions chart and click Show All to see the full list. For more information about container actions, see Container Actions
(on page 153).

Constraint for Sidecar Container Specs

A Kubernetes service might include sidecar Container Specs to provide additional services to a running pod, such as security
or logging services. Sidecars injected at pod creation cannot be updated from the parent Workload Controller, causing a resize
action to fail.

To prevent the execution of resize actions on injected sidecars, Workload Optimization Manager adds them to a group

called "Injected Sidecars/All ContainerSpecs". This group applies a read-only policy that sets the action mode for resizes to
Recommend. This means that you can only execute resizes outside of Workload Optimization Manager. The parent Workload
Controller will continue to resize non-sidecar Container Specs as usual.

Container Spec Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

Action Automation and Orchestration

The following settings affect tuned scaling:

Setting Default Mode

vCPU Request Resize Below Min | Recommend

vCPU Limit Resize Above Max Recommend

vCPU Limit Resize Below Min Recommend
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Setting Default Mode
vMem Request Resize Below Recommend
Min

vMem Limit Resize Above Max Recommend
vMem Limit Resize Below Min Recommend

The default mode of Recommend means that when resize values in actions fall outside the normal range (as defined in
Container Spec policies), Workload Optimization Manager will post the actions for you to review. You can only execute these
actions outside Workload Optimization Manager. If you set the action mode to Disabled, Workload Optimization Manager will not

generate the actions.

For an overview of tuned scaling, see Tuned Scaling for Containers (on page 155).

Resize Thresholds

Workload Optimization Manager uses resize thresholds as operational constraints to set up tuned scaling for Container Specs.

For an overview of tuned scaling, see Tuned Scaling for Containers (on page 155).

Attribute Default Value
VCPU Request Resize Min Threshold (mCores) 10

VCPU Limit Resize Min Threshold (mCores) 500

VCPU Limit Resize Max Threshold (mCores) 64000
VMEM Request Resize Min Threshold (MB) 10

VMEM Resize Min Threshold (MB) 10

VMEM Resize Max Threshold (MB) 1048576

Max CPU Throttling Tolerance (%)

This value defines your acceptable level of throttling and directly impacts the resize actions generated on CPU Limits.

Attribute

Default Value

Max CPU Throttling Tolerance (%)

20

A low percentage value indicates more sensitivity to throttling, while a high value indicates more tolerance for throttling and a
higher risk of congestion. Workload Optimization Manager generates resize actions to accommodate the value that you defined.
A default of up to 20% throttling will be tolerated unless defined otherwise.

Learn more about CPU throttling here.
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Increment Constants

Workload Optimization Manager recommends changes in terms of the specified resize increments.

Attribute Default Value
Increment constant for VCPU Limit and VCPU Request 100
(mCores)

Increment constant for VMEM Limit and VMEM Request (MB) | 128

For example, assume the vCPU request increment is 100 mCores and you have requested 800 mCores for a container.
Workload Optimization Manager could recommend to reduce the request by 100, down to 700 mCores.

For vMem, you should not set the increment value to be lower than what is necessary for the container to operate. If the vMem
increment is too low, then it’s possible that Workload Optimization Manager would allocate insufficient vMem. For a container
that is underutilized, Workload Optimization Manager will reduce vMem allocation by the increment amount, but it will not leave
a container with zero vMem. For example, if you set this to 128, then Workload Optimization Manager cannot reduce the vMem
to less than 128 MB.

Rate of Resize

(For the default policy only)

Attribute Default Value

Rate of Resize High

When resizing resources for a container, Workload Optimization Manager calculates the optimal values for vMem and vCPU.
But it does not necessarily make a change to that value in one action. Workload Optimization Manager uses the Rate of Resize
setting to determine how to make the change in a single action, as follows:

= Low

Change the value by one increment, only. For example, if the resize action calls for increasing vMem, and the increment
is set at 128, Workload Optimization Manager increases vMem by 128 MB.

=  Medium

Change the value by an increment that is 1/4 of the difference between the current value and the optimal value. For
example, if the current vMem is 2 GB and the optimal vMem is 10 GB, then Workload Optimization Manager will raise
vMem to 4 GB (or as close to that as the increment constant will allow).

- High

Change the value to be the optimal value. For example, if the current vMem is 2 GB and the optimal VMem is 8 GB, then
Workload Optimization Manager will raise vMem to 8 GB (or as close to that as the increment constant will allow).

Aggressiveness and Observation Periods

Workload Optimization Manager uses these settings to calculate utilization percentiles for vCPU and vMEM. It then recommends
actions to improve utilization based on the observed values for a given time period.

= Aggressiveness

Attribute Default Value

Aggressiveness 99th Percentile
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When evaluating vCPU and vMEM performance, Workload Optimization Manager considers resource utilization as a
percentage of capacity. The utilization drives actions to scale the available capacity either up or down. To measure
utilization, the analysis considers a given utilization percentile. For example, assume a 99th percentile. The percentile
utilization is the highest value that 99% of the observed samples fall below. Compare that to average utilization, which is
the average of all the observed samples.

Using a percentile, Workload Optimization Manager can recommend more relevant actions. This is important in the
cloud, so that analysis can better exploit the elasticity of the cloud. For scheduled policies, the more relevant actions will
tend to remain viable when their execution is put off to a later time.

For example, consider decisions to reduce the capacity for CPU on a container. Without using a percentile, Workload
Optimization Manager never resizes below the recognized peak utilization. For most containers there are moments when
peak CPU reaches high levels. Assume utilization for a container peaked at 100% just once. Without the benefit of a
percentile, Workload Optimization Manager will not reduce allocated CPU for that container.

With Aggressiveness, instead of using the single highest utilization value, Workload Optimization Manager uses the
percentile you set. For the above example, assume a single CPU burst to 100%, but for 99% of the samples CPU never
exceeded 50%. If you set Aggressiveness to 99th Percentile, then Workload Optimization Manager can see this as an
opportunity to reduce CPU allocation for the container.

In summary, a percentile evaluates the sustained resource utilization, and ignores bursts that occurred for a small portion
of the samples. You can think of this as aggressiveness of resizing, as follows:

— 100th Percentile - The least aggressive, recommended for critical workloads that need maximum guaranteed
performance at all times.

—  99th Percentile (Default) - The recommended setting to achieve maximum performance and savings.

—  90th Percentile - Most aggressive, recommended for non-production workloads that can stand higher resource
utilization.

Max Observation Period

Attribute Default Value

Max Observation Period Last 30 Days

To refine the calculation of resource utilization percentiles, you can set the sample time to consider. Workload
Optimization Manager uses historical data from up to the number of days that you specify as a sample period. (If the
database has fewer days' data then it uses all of the stored historical data.)

A shorter period means there are fewer data points to account for when Workload Optimization Manager calculates
utilization percentiles. This results in more dynamic, elastic resizing, while a longer period results in more stable or less
elastic resizing. You can make the following settings:

— Less Elastic - Last 90 Days

— Recommended - Last 30 Days

—  More Elastic - Last 7 Days
Min Observation Period

Attribute Default Value

Min Observation Period 1 Day

This setting ensures historical data for a minimum number of days before Workload Optimization Manager will generate
an action based on the percentile set in Aggressiveness. This ensures a minimum set of data points before it generates
the action.

Especially for scheduled actions, it is important that resize calculations use enough historical data to generate actions
that will remain viable even during a scheduled maintenance window. A maintenance window is usually set for "down"
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time, when utilization is low. If analysis uses enough historical data for an action, then the action is more likely to remain
viable during the maintenance window.

—  More Elastic - None

— Recommended - 1 Day

— Less Elastic - 3 or 7 Days

Workload Controller

A Workload Controller is a Kubernetes controller that watches the state of your pods and then requests changes where needed.

You can execute container resize actions when you set the scope to a Workload Controller.

Synopsis
'€

.
—®

LT Lopt et

Synopsis

Budget: N/A

Provides: N/A

Consumes: N/A

Discovered through: Kubeturbo Mediation Pod

Monitored Resources

Workload Optimization Manager does not monitor resources for Workload Controllers.
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Actions
None

A Workload Controller executes container actions. When you set the scope to a Workload Controller and view the actions list,
the actions apply to containers. Workload Optimization Manager does not recommend actions for the Workload Controller itself.

NOTE:

Workload Optimization Manager uses namespace or organization/space quotas as constraints when making resize
decisions. The Workload Controller aggregates container actions. If those container resizes exceed current namespace
quotas, Workload Optimization Manager blocks execution of container resize actions until the namespace quotas are
sufficient. For more information about namespace quotas, see Resource Quotas (on page 173).

For resize actions on a Workload Controller, the actions details include descriptions of the affected Container Spec entities, and
how the resources will change for each. If the resize exceeds current namespace quotas, then Workload Optimization Manager
blocks the Wokload Controller action. The action details list the Namespace actions that block execution of this resize in the
Related Actions list.

Action Details

Resize VCPU Limit,vVMem Limit for Workload Controller cpu-quota-3

VCPU Throttling Congestion, VMem Limit Congestion in Container Spec cpu-guolta-3-spec

IMPACTED CONTAINER SPEC

Cpu-Quota-3-SHec

el PR e S P Y

STATE

Action execution is blocked by related actions.

RELATED ACTIONS

ELOCKED BY

Resize up VCPU Limit Quota for Namespace quota-test-with-down from 3,200 mCores to 3,600 mCores in EA - Advanced Engineering
Resize up VMem Limit Quota for Namespace quota-test-with-down from 2.4 GB to 4 GB in EA - Advanced Engineering

For more information about container actions, see Container Actions (on page 153).

Workload Controller Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.
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Action Automation and Orchestration
Workload Optimization Manager shows and executes container resize actions via Workload Controllers (on page 163). You will
not see actions when you set the scope to containers.

Default Mode
Action

Container | Workload Controller
Re- N/A Manual (automat-
size able)

For details, see Container Actions (on page 153).

Executing several container resize actions can be very disruptive since pods need to restart with each resize. For replicas

of the container scale group(s) related to a single Workload Controller, Workload Optimization Manager consolidates resize
actions into one merged action to minimize disruptions. When a merged action has been executed (via the associated Workload
Controller), all resizes for all related container specifications will be changed at the same time, and pods will restart once.

Action orchestration is currently not supported.

Container Pod

A container pod is a Kubernetes pod, which is a group of one or more containers with shared storage or network resources and
a specification for how to run the containers together.
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Synopsis

£

Business Application

|
£

Bikiness Transaction

|

(1

Servicn

|

Application Component

|
O—C

Container Contalner Spec

' !

®

i
i
|

Container Pod |

e ——————

Wirtual Machine

Waorkload Controller

Name&pace

Synopsis
Budget: A container pod obtains its budget by selling resources to containers.
Provides: Resources for containers to use:

= Virtual CPU

= Virtual Memory
Consumes: Resources from virtual machines and namespaces.
Discovered through: Workload Optimization Manager discovers Kubernetes pods through the Kubeturbo pod that

you have deployed in your environment.
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Monitored Resources

Workload Optimization Manager monitors the following resources for a container pod:
VMem
The virtual memory utilized by the pod against the node physical capacity.
VCPU
The virtual CPU (in mCores) utilized by the pod against the node physical capacity.
VMem Request
The virtual memory request allocated by the pod against the node allocatable capacity.
VCPU Request
The virtual CPU (in mCores) request allocated by the pod against the node allocatable capacity.
VMem Request Quota
If applicable, The amount of virtual memory request the pod has allocated against the namespace quota.
VCPU Request Quota
If applicable, The amount of virtual CPU request (in mCores) the pod has allocated against the namespace quota.
VMem Limit Quota
If applicable, The amount of virtual memory limit the pod has allocated against the namespace quota.
VCPU Limit Quota

If applicable, The amount of virtual CPU limit (in mCores) the pod has allocated against the namespace quota.

Pod Move Actions

Move a pod between nodes (VMs) to address performance issues or improve infrastructure efficiency. For example, if a
particular node is congested for CPU, you can move pods to a node with sufficient capacity. If a node is underutilized and is a
candidate for suspension, you must first move the pods before you can safely suspend the node.

The following items impact the generation and execution of pod move actions:
= Constraints
Workload Optimization Manager respects the following constraints when making placement decisions for pods:

— Kubernetes taints for nodes and tolerations for pods are treated as constraints. For example, if a pod has a
toleration attribute that restricts it from moving to a certain node, Workload Optimization Manager will not move
that pod to the restricted node.

—  Workload Optimization Manager imports Kubernetes node labels and treats them as constraints. For example, if
a pod has a defined node label, Workload Optimization Manager will move that pod to a node with a matching
label.

—  Workload Optimization Manager recognizes pod affinity and anti-affinity policies.

— You can create placement policies to enforce constraints for pod move actions. For example, you can have a
policy that allows pods to only move to certain nodes, or a policy that prevents pods from moving to certain
nodes.

For more information, see Creating Placement Policies (on page 88).
= Eviction Thresholds

Workload Optimization Manager considers the memory/storage eviction thresholds of the destination node to ensure
that the pod can be scheduled after it moves. Eviction thresholds for i magef s and r oot f s are reflected as node
effective capacity in the market analysis.

= Temporary Quota Increases

If a namespace quota is already fully utilized, Workload Optimization Manager temporarily increases the quota to allow
a pod to move, while maintaining that one replica continues to run. You can disable temporary increases in quotas, but
be aware that this will result in failure to move pods. To disable increases, set the following in the yamni resource for
Kubeturbo deployment:
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updat e- quot a- t o- al | ow noves=f al se

= Security Context Constraints (SCCs)

Red Hat OpenShift uses SCCs to control permissions for pods. This translates to permissions that users see within the
containers of the pods, and the permissions for the processes running inside those pods.

When executing pod move actions, Kubeturbo normally runs with OpenShift cluster administrator permissions to create
a new pod and remove the old one. Because of this, the SCCs for the new pod are those that are available to a cluster
administrator. It is therefore possible for the new pod to run with an SCC that has higher privileges than the old pod. For
example, an old pod might have r est ri ct ed scc access, while the new one might have anyui d scc access. This
introduces a privilege escalation issue.

To prevent privilege escalation when moving pods, Kubeturbo enforces user impersonation, which carries the user-level
SCCs of the old pod over to the new pod. To enforce user impersonation, Kubeturbo performs the following tasks:

— Create a user impersonation account for each SCC level.
— Create a service account and treat it as a user account for each SCC level currently running in a given cluster.

— Provide role-based access to SCCs used for impersonation via the service accounts. A service account is
allowed to use only one SCC resource in the cluster.

-~ Create arol e bi ndi ng resource to allow service account access to a particular role.
Al

Be aware that by default, an arbitrary pod running in a given cluster does not recognize the namespace it is configured
to run in, which is a requirement for user impersonation enforcement. For Kubeturbo to recognize the namespaces for
pods, we recommend adding an environment variable named KUBETURBO_ NAMESPACE via the downward API. Our
standard installation methods add the following environment variable to the Kubeturbo deployment spec.

resources created to enforce user impersonation are removed when Kubeturbo shuts down.

env:
- name: KUBETURBO_NAMESPACE
val ueFrom
fiel dRef:
fiel dPat h: netadata. nanespace

With this environment variable, Kubeturbo can successfully create the resources needed to enforce user impersonation.
Without this variable, Kubeturbo creates the resources in the namespace called def aul t . This might cause issues

if you need to run multiple instances of Kubeturbo in the same cluster. For example, one instance might run as an
observer, and another as an administrator. To ensure multiple Kubeturbo instances within the same cluster do not
conflict when creating and removing user impersonation resources, run the instances in separate namespaces.

Pod Provision and Suspension Actions In Response to SLOs

For horizontally scalable Kubernetes Services that collect performance metrics (or KPIs) for applications, Workload Optimization
Manager can dynamically adjust the number of pod replicas that back those Services to help you meet SLOs (Service Level
Objectives) for your applications.

For details, see Actions for Kubernetes Services (on page 131).

Pod Provision Action in Response to Node Provision

When recommending node provision actions, Workload Optimization Manager also recommends pod provision actions that
reflect the projected demand from required DaemonSet pods, and respects the maximum number of pods allowed for a node.
This ensures that any application workload can be placed on the new node and stay within the desired range of vMem/vCPU
usage, vMem/vCPU request, and number of consumers.

The action details for a pod provision action shows the related node that you need to provision. Click the node name to set it at
your scope.
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Workload Optimization Manager treats static pods as DaemonSets for the purpose of provisioning nodes. Because a static
pod provides a node with a specific capability, it is controlled by the node and is not accessible through the API server. If a

node to be provisioned requires a static pod, Workload Optimization Manager generates actions to provision the node and the
corresponding static pod.

Workload Optimization Manager creates an auto-generated group of static pods when it discovers a static pod on each node

in a cluster. To view all the auto-generated groups, go to Search, select Groups, and then type m rror pods as your search
keyword.
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CI5CO

< Search

Search within your infrastructure

ACCOUNLS

App Component Specs
Application Components
Billing Families

Business Applications
Business Transactions
Business Users

Chassis

Clusters

Container Platform Clusters
Container Pods
Container Specs
Containers

Data Centers

Database Servers
Databases

Desktop Poals

Disk Arrays

Folders

Groups

Hosts

Pod Suspension Action in Response to Node Suspension

mimor pods

Mirror Pods Kubermetes-ae-cluster- 1

Mirror Pods Kubermetes-ae-cluster-2

Mirror Pods Kubermnetes-DC11-PT-KBS

Mirror Pods Kubermetes-Hybrid

Mirror Pods Kubermetes-00P13-AWS

Mirror Pods Kubermetes-0xiD-311

Mirror Pods Kubermetes-Turbanamic

n

SEate ¥
Slatic ¥
St ¥
SEatu ¥
S ¥
SLaDK ¥
SHaL ¥

When recommending node suspension actions, Workload Optimization Manager also recommends suspending the DaemonSet
pods that are no longer required to run the suspended nodes.

The action details for a pod suspension action shows the related node that you need to suspend. Click the node name to set it

at your scope.
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Action Details 1af1 @ X
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Workload Optimization Manager treats static pods as DaemonSets for the purpose of suspending nodes. Because a static pod
provides a node with a specific capability, it is controlled by the node and is not accessible through the API server. If the only
workload type left on a node is a static pod, Workload Optimization Manager generates actions to suspend the node and the
corresponding static pod.

Workload Optimization Manager creates an auto-generated group of static pods when it discovers a static pod on each node
in a cluster. To view all the auto-generated groups, go to Search, select Groups, and then type m rror pods as your search
keyword.
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Container Pod Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

Action Automation and Orchestration

For details about container pod actions, see Container Pod Actions (on page 167).

Action | Default Mode

Move Manual

Action orchestration is currently not supported.

Placement Policies

You can create placement policies to enforce constraints for pod move actions. For example, you can have a policy that allows
pods to only move to certain nodes, or a policy that prevents pods from moving to certain nodes.

For more information, see Creating Placement Policies (on page 88).
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Namespace

A namespace is a logical pool of resources in a Kubernetes environment that manages workloads based on specific
requirements or business needs. For example, administrators can pool resources for different organizations within the
enterprise, and assign different policies to each pool.

Synopsis

Application Component

)

2 —_— 2
Container Container Spec
2 B ——— 2

Container Pod Waorkload Controller

®

_mpace
Synopsis
Budget: N/A
Provides: N/A
Consumes: N/A
Discovered through: Kubeturbo Mediation Pod

Resource Quotas

A namespace can include the following compute resource quotas:
VMem Request Quota
The total amount of virtual memory request for all pods allocated to the namespace against the namespace quota.
VCPU Request Quota

The total amount of virtual CPU request (in mCores) for all pods allocated to the namespace against the
namespace quota.

VMem Limit Quota
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The total amount of virtual memory limit for all pods allocated to the namespace against the namespace quota.
VCPU Limit Quota

The total amount of virtual CPU limit (in mCores) for all pods allocated to the namespace against the namespace
quota.

When they are configured, these quotas define the capacity for the given namespace. Workload Optimization Manager
recognizes these quotas as it calculates actions in your environment.

If containers in the namespace require more compute resources, and those requirements exceed the namespace quotas, then
Workload Optimization Manager recommends increasing the quotas. It will block execution of the underlying container actions
until the namespace quotas are sufficient. In the details for a quota resize action, you can see the list of blocked container
actions.

For more about actions to increase namespace quotas, see Actions (on page 175).

When you run Optimize Container Cluster plans, Workload Optimization Manager can calculate increased namespace quotas in
the plan results. For more information, see Optimize Container Cluster Plan (on page 355).

Workload Optimization Manager treats quotas defined in namespaces as constraints when making sizing decisions for
containers. When you scope to a namespace in the supply chain, the Capacity and Usage chart shows Capacity as the
namespace quotas. Used values are the sum of resource limits and/or requests set for all pods in the namespace.

Capacity and Usage @ i
nsquota
COMMODITY CAPACITY USED UTILIZATION
Memory Request Quota G640 MB G40 MB 100%
CPU Limit Quota € 500 mCores 500 mCores 100%
Memory Limit Quota 1.25GB 1.25GB 100%
CPU Request Quata & 250 mCores 100 mCores 40%
Wirtual Memaory Request 90.99 GB 640 MB 0.69%
SHOWALL 2

For a namespace that does not have defined quotas, Capacity for the commodity is infinite (as shown in the image below). Used
values are the sum of resource limits and/or requests set for all pods in the namespace. If these are not set, Used value is 0
(zero).
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Capacity and Usage @
openshift-sdn
COMMODITY CAPACITY LUSED UTILIZATION
Memary Reguest Quota & L 499 GB 0%
CPU Request Quota ) £ 1.03 Cores 0%
Memory Limit Quota & O KB 0%
CPU Limit Quota € o= 0 mCores 0%
Wirtual Memory Request 192.04 GB 4.9% GB 2.6%
SHOW ALL >
NOTE:

If you download the data in the chart, the downloaded file shows infinite capacities as unusually large values (for
example, 1,000,000,000 cores instead of the « symbol).

Labels and Annotations

Workload Optimization Manager discovers namespace labels and annotations as tag properties. You can filter namespaces by
labels or annotations when you use Search or create Groups.

Monitored Resources

Workload Optimization Manager monitors actual utilization of VMem, VCPU, VMem Requests and VCPU Requests against cluster
capacity.

You can see utilization data in the Capacity and Usage and Namespace Multiple Resources charts. With this data, you can
understand how pods running in the namespace are consuming resources.

To see which namespaces use the most cluster resources, set the scope to a container cluster and see the Top Namespaces
chart. You can use the data in the chart for showback analysis.

Namespace Actions
Resize Quota

Workload Optimization Manager treats quotas defined in a namespace as constraints when making container resize decisions. If
existing container actions would exceed the namespace quotas, Workload Optimization Manager recommends actions to resize
up the affected namespace quota.

Note that Workload Optimization Manager does not recommend actions to resize down a namespace quota. Such an action
reduces the capacity that is already allocated to an application - The decision to resize down a namespace quota should
include the application owner.

Workload Optimization Manager only recommends a resize for namespace quotas if underlying actions to resize containers
require the increased quota. Note that Workload Optimization Manager aggregates container actions in Workload Controller
entities. When you have a recommendation to resize namespace quotas, Workload Optimization Manager blocks execution of
the resize actions for the affected Workload Containers. The action details show these blocked actions in the Related Actions
list.
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Action Details

Resize up YMem Limit Quota for Namespace quota-test-with-down from 3.4 GB to 4 GB
ViMem Limit Congestion in Related Workload Controller

TAGS

kubametes.io'metadata.nama: gquota-tast-with-down

MAMESPACE - IMPACT FROM ALL ACTIONS

quota-test-with-down  1[)

MEMORY LIMIT QUOTA CPU LIMIT QLMOTA

100 % B48% + 100 % BEO9% +
34GB 4GB 32Cores 3.6 Cores

STATE

Action acceptance is blocked by policy or system.
Acceptance mode is Recommend.

RELATED ACTIONS

BLOCKING

Resize VCPLU Limit,VMem Limit for Workload Controller cpu-quota-3 in EA - Advanced Engineering
Resize VCPL Limit,vMem Limit for Workload Controller cpu-quota-1 in EA - Advanced Engineering

NOTE:

For more information about container resize actions, see Workload Controller Actions (on page 164) and Container
Actions (on page 153).

Temporary Increases in Namespace Quotas

When executing a resize action on a Workload Controller in a namespace with a defined quota, Workload Optimization Manager
can increase the namespace quota temporarily to accommodate new replicas.

When the execution of a resize action requires new replicas, a Kubernetes workload usually has a rolling update strategy
defined. Even if the namespace quota is sufficient for the resource requirement of the new replicas, there is a chance that the
quota is not enough to accommodate both the old and new replicas, as required by the rolling update. In this case, Kubeturbo
calculates and then increases the quota based on the resources required by both the old and new replicas. Kubeturbo reverts
the quota to its original size after the new replicas have been scheduled on a node.

Container Cluster

A Container Cluster is a Kubernetes cluster that Workload Optimization Manager discovers through Kubeturbo. With this entity
type, Workload Optimization Manager can fully link the entire container infrastructure with the underlying nodes, and then
present all actions on containers and nodes in a single view. This gives you full visibility into the actions that impact the health of
your container environment.
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Synopsis

Budget: N/A

Provides: N/A

Consumes: N/A

Discovered through: Kubeturbo Mediation Pod
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Monitored Resources

Workload Optimization Manager does not monitor resources for Kubernetes clusters. Instead, it monitors resources for the
containers, pods, nodes (VMs), and volumes in the cluster.

Actions

None

Workload Optimization Manager does not recommend actions for a Container Cluster. Instead, it recommends actions for the
containers, pods, nodes (VMs), and volumes in the cluster. Workload Optimization Manager shows all of these actions when you
scope to a Container Cluster and view the Pending Actions chart.

Pending Actions @

5 Container Platfarm Clusters (@as5oy1_j120q)

I
2551 57© 39
Scaling Actions Stop Actions Flacement Actions
SHOW ALL >

For actions on nodes:

For actions to suspend or provision nodes in the public cloud, Workload Optimization Manager includes cost information
(investments or savings) attached to those actions. Note that Workload Optimization Manager generates these actions
not to optimize costs, but to assure performance and efficiency for your container infrastructure. Workload Optimization
Manager reports costs to help you track your cloud spend.

To view cost information, set the scope to a cluster in the public cloud and view the Necessary Investments or Potential
Savings charts. You can also set the scope to the global cloud environment to see total costs, or to individual container
clusters or nodes.

For VMs/nodes that make up an Azure Kubernetes Service (AKS) cluster, you can manually execute recommended VM
Provision and VM Suspend actions. This adjusts the count of nodes in a given node pool, where Provision raises the
node count, and Suspend lowers it. You can execute these actions if the cluster is also discovered through an Azure
target (along with the KubeTurbo target).

Node pools and machine sets are ways to deploy and scale compute resources for Kubernetes services hosted in the
public cloud and the Red Hat OpenShift 4.x container platform on any infrastructure.

For Kubernetes services in the public cloud, Workload Optimization Manager uses default labels with the following
patterns to discover the node pool types within each cluster:

—  Azure Kubernetes Service (AKS): agent pool
— Amazon Elastic Kubernetes Service (EKS):
/Il al pha. eksct! . i o/ nodegr oup- name
eks. amazonaws. com nodegr oup
— Google Kubernetes Engine (GKE): ¢l oud. googl e. conf gke- nodepool
For Red Hat OpenShift 4.x, Workload Optimization Manager creates node pools based on machine sets.
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For both discovered and auto-created node pools, Workload Optimization Manager aggregates and visualizes actions for
all the nodes in a pool to help you identify performance issues and optimization opportunities at the node pool level. Use
the Top Node Pools chart to see actions and detailed information. By default, this chart displays when you set the scope
to your global environment and then click the Container Cluster entity in the supply chain.

Top Node Pools

Global Ervirorement

Mame
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ModePool-ami-0at8 T2 1 a1 2001 sbdd: Kubarmetes-EK

ModePool-bar-Kubemetes-DC1 1-PT-KBs

ModaPool-aka-chisled-ng 1 -Kubametas-EKS-withWin

S165.11/md

28, 50me

E0.00v e
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The chart shows the number of nodes and aggregated actions for each node pool. For node pools in the public cloud,
the chart also shows the costs you would incur if you provision nodes and then scale their volumes, or the savings you
would realize if you suspend nodes. To view individual actions, click the button under the Actions column. To see more

details, including the full list of nodes for each pool, click the node pool name.

You can automate the execution of these actions through Workload Optimization Manager with Red Hat OpenShift 4.x
Machine Operator, or via an Action Script. You can also manually execute node actions for AKS, EKS, or GKE via the

cloud provider.

NOTE:

The following capabilities will be introduced in a future release:

— Actions to provision or suspend nodes via a plan simulation

— Policies for node pools

— Execution of node actions for AKS, EKS and GKE through Workload Optimization Manager

Cluster Health

To assess the health of each cluster, see the Top Container Platform Clusters chart in the predefined Container Platform

Dashboard.

For each cluster, the chart shows the sum of resources used by containers and the underlying nodes. Click the Actions button

to see a list of pending actions.
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The Top Namespaces chart shows the namespaces that use the most cluster resources. You can use the data in the chart for
showback analysis.
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Virtual Machine (Kubernetes Node)

In Kubernetes environments, a node is a virtual or physical machine that contains the services necessary to run pods. Workload
Optimization Manager represents nodes as Virtual Machine entities in the supply chain.

Workload Optimization Manager can discover node roles and Master Nodes. It creates policies to keep nodes of the same
role on unique host or Availability Zone providers, and policies to disable suspension of Master Nodes. Workload Optimization
Manager also discovers and displays Node Pools, and Red Hat OpenShift Machine Sets.
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Synopsis

Provides: Resources to pods

Consumes: Resources from container clusters
Discovered through: Kubeturbo Mediation Pod

Monitored Resources

Workload Optimization Manager monitors the following resources for nodes that host Kubernetes pods. These resources are
monitored along with the resources from the infrastructure probes, such as vCenter or a public cloud mediation probe.

= Virtual Memory

The memory currently used by all containers on the node. The capacity for this resource is the Node Physical capacity.

= Virtual CPU

The CPU currently used by all containers on the node. The capacity for this resource is the Node Physical capacity.

= Memory Request Allocation

The memory available to the node to support the ResourceQuota request parameter for a given namespace (Kubernetes

namespace or Red Hat OpenShift project).

= CPU Request Allocation
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The CPU available to the node to support the ResourceQuota request parameter for a given namespace (Kubernetes
namespace or Red Hat OpenShift project).

= Virtual Memory Request

The memory currently guaranteed by all containers on the node with a Memory Request. The capacity for this resource
is the Node Allocatable capacity, which is the amount of resources available for pods and can be less than the physical
capacity.

= Virtual CPU Request

The CPU currently guaranteed by all containers on the node with a CPU Request. The capacity for this resource is
the Node Allocatable capacity, which is the amount of resources available for pods and can be less than the physical
capacity.

= MemAllocation

The memory ResourceQuota limit parameter for a given namespace (Kubernetes namespace or Red Hat OpenShift
project).

= CPUAllocation
The CPU ResourceQuota limit parameter for a given namespace (Kubernetes namespace or Red Hat OpenShift project).

Actions

Workload Optimization Manager can recommend the following actions:
= Provision
Provision nodes to address workload congestion or meet application demand.
=  Suspend
Suspend nodes after you have consolidated pods or defragmented node resources to improve infrastructure efficiency.
= Reconfigure
Reconfigure nodes that are currently in the Not Ready state.

NOTE:

For nodes in the public cloud, Workload Optimization Manager reports the cost savings or investments attached to node
and provision actions. For example, you can see the additional costs you would incur if you provision nodes and then
scale their volumes, or the savings you would realize if you suspend nodes. Note that performance and efficiency are
the drivers of these actions, not cost. Cost information is included to help you track your cloud spend. For this reason,
you will not see cost-optimization actions, including recommendations to re-allocate discounts or delete unattached
volumes.

To view cost information, set the scope to a node and see the Necessary Investments and Potential Savings charts. You
can also set the scope to a container cluster (on page 176) or the global cloud environment to view aggregated cost
information.

Node Provision Actions

When recommending node provision actions, Workload Optimization Manager also recommends pod provision actions that
reflect the projected demand from required DaemonSet pods, and respects the maximum number of pods allowed for a node.
This ensures that any application workload can be placed on the new node and stay within the desired range of vMem/vCPU
usage, vMem/vCPU request, and number of consumers.

The action details for a node provision action show the related DaemonSet pods that are required for the node to run. Click a
pod name to set it at your scope.
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Workload Optimization Manager treats static pods as DaemonSets for the purpose of provisioning nodes. Because a static
pod provides a node with a specific capability, it is controlled by the node and is not accessible through the API server. If a
node to be provisioned requires a static pod, Workload Optimization Manager generates actions to provision the node and the
corresponding static pod.

Node Suspension Actions

When recommending node suspension actions, Workload Optimization Manager also recommends suspending the DaemonSet
pods that are no longer required to run the suspended nodes.

The action details for a node suspension action show the related DaemonSet pods that are no longer needed to run the
suspended nodes. Click a pod name to set it at your scope.
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Workload Optimization Manager treats static pods as DaemonSets for the purpose of suspending nodes. Because a static pod
provides a node with a specific capability, it is controlled by the node and is not accessible through the API server. If the only
workload type left on a node is a static pod, Workload Optimization Manager generates actions to suspend the node and the
corresponding static pod.

Node Reconfigure Actions

Workload Optimization Manager generates node reconfigure actions to notify you of nodes that are currently in the Not Ready
state.

A reconfigure action should change a node's state to Ready so that Workload Optimization Manager can begin to monitor
the health of the node and the associated container pods. This action is read-only and must be executed outside Workload
Optimization Manager. As part of action execution, you might need to restart the node or the kubelet agent on the node.

NOTE:

Workload Optimization Manager treats a node as a VM under certain circumstances. For example, it treats a node in
vCenter as a VM that can move to a different host if the current host is congested. This means that for a Not Ready
node in vCenter, it is possible to see a VM move action along with the expected node reconfigure action. Both actions
are valid and safe to execute since they achieve two different and non-conflicting results.

For each Kubernetes cluster, Workload Optimization Manager creates an auto-generated group of Not Ready nodes. To view
all the auto-generated groups, go to Search, select Groups, and then type not r eady as your search keyword. Click a group to
view the individual nodes and the pending reconfigure actions.
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When you examine a pending reconfigure action, you can click the link in the 'Entities Impacted by this Node' section to view a
list of impacted pods.
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These pods are in the Unknown state and are not controllable. In the supply chain and in the list of container pods, these pods
display with a gray color to help you differentiate them from other pods.

Kubernetes CPU Metrics

To meet user requirements and align with Kubernetes specifications, Workload Optimization Manager uses millicore (mCore) as
the base unit for CPU metrics for your Kubernetes platform.
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These include metrics for the following CPU-related commodities:
= vCPU

= vCPU Request
= vCPU Limit Quota
= vCPU Request Quota

Workload Optimization Manager displays these commaodities in charts, actions, policies, and plans. For example:

= In the Capacity and Usage chart for container platform entities, capacity and used values for CPU-related commodities

are shown in mCores.

= In the supply chain, when you scope to a Workload Controller to view pending resize actions (on page 153) for a

container, you will see utilization and resize values in mCores.

= When you create Container Spec policies (on page 159), resize thresholds and increment constants for CPU-related

commodities are set in mCores.

= For an Optimize Container Cluster plan, the plan results (on page 358) for CPU-related commodities are shown in

mCores.
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For nodes (VMs) and Application Components:

For nodes stitched to your Kubernetes platform, the base unit for vCPU Request is also mCore, since this commodity is
provided only to Kubernetes.

For both nodes and Application Components (standalone or stitched to your Kubernetes platform), the base unit for
vCPU is MHz, since this is a generic commodity. For example, when you view a pod move action, vCPU metrics for the
current and destination nodes for the pod are expressed in MHz.

The following table summarizes the base units of CPU measurement that Workload Optimization Manager uses.

CPU Commodity
Entity

vCPU vCPU Request vCPU Limit Quota vCPU Request Quota
Container mCore mCore mCore mCore
Container Spec mCore mCore N/A N/A
Workload Controller N/A N/A mCore mCore
Container Pod mCore mCore mCore mCore
Namespace mCore mCore mCore mCore
Container Cluster mCore mCore N/A N/A
Node (VM) MHz mCore N/A N/A
Application Compo- MHz N/A N/A N/A
nent

This feature is available starting in version 3.0.5. For customers updating to version 3.0.5 or later:

This feature does not require you to update your Kubeturbo image after the update.

For time series charts, metrics generated after the update are actual mCore values, but pre-update metrics are the same
(unconverted) values in MHz displayed in mCore units. This results in unexpected data in charts immediately after the
update.

For example:

If vCPU Limit for a Container Spec was resized from 1300 MHz to 1200 MHz before you updated Workload Optimization
Manager, data points in charts correctly show these values in MHz.

Immediately after the update:

—  When you view the Virtual CPU chart for the Container Spec, Workload Optimization Manager will show a
capacity value of 1200 mCores (which is 1200 MHz in reality) for the last data point before the update, and the
equivalent value of 500 mCores for the first data point after the update. This gives the impression of a resize
down action between the data points, even if no such action was executed.
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— Assume Workload Optimization Manager recommends an action to resize VCPU Limit for the Container Spec
from 500 to 700 mCores. When you view the details for this action via the associated Workload Controller, the
time series chart will show unexpected data.

« For the actual recommended action, the data point shows current capacity as 1200 mCores, instead of
500 mCores. The new value after executing the action correctly shows as 700 mCores.

« For the last resize action before the update, the data point shows the same MHz values (1300 and 1200),
but in mCore units.

« One day after the update, a new data point displays in the chart, indicating that capacity was resized from
1200 mCores to 500 mCores, even if no actual resize action was executed.

Over time, data points with unexpected values will begin to fall out of range and newer data points will reflect actual
mCore values.

= For increment constants in Container Spec policies, the default value of 100 remains unchanged, but the unit changes
from MHz to mCores. This means that each resize action will now increase or decrease capacity by 100 mCores, instead
of 100 MHz.
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Virtual Machine (Cloud)

A virtual machine (VM) is a software emulation of a physical machine, including OS, virtual memory and CPUs, and network
ports. VMs host applications, or they provide resources to container platforms.

NOTE:
Kubernetes nodes are represented as Virtual Machines in the Workload Optimization Manager supply chain. For details
about nodes, see Virtual Machine (Kubernetes Node) (on page 180).
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Synopsis
Provides: Resources for hosted applications to use:
= VMEM (Kbytes)
= VCPU (MHz)
= VStorage
= |OPS (storage access operations per second)
= Latency (capacity for disk latency in ms)
= Memory and CPU Requests (for Kubernetes environments)
Consumes: Resources from cloud zones
Discovered through: Cloud targets

Monitored Resources

Workload Optimization Manager monitors the following resources for a cloud VM:
= Virtual Memory
Virtual Memory is the measurement of memory utilized by the entity.
= Virtual CPU
Virtual CPU is the measurement of CPU utilized by the entity.
= Storage Amount
The utilization of the datastore's capacity
= Storage Access Operations Per Second (IOPS)
The utilization of IOPS allocated for the VStorage on the VM
= Net Throughput
Rate of message delivery over a port
* Net Throughput Inbound
Rate of message received over a port
* Net Throughput Outbound
Rate of message sent over a port
= 1/O Throughput
The throughput to the underlying storage for the entity
= Latency
The utilization of latency allocated for the VStorage on the VM

Cloud VM Actions

= Scale

Change the VM instance to use a different instance type or tier to optimize performance and costs.
= Stop and Start (also known as 'parking' actions)

Stop a VM for a given period of time to reduce your cloud expenses, and then start it at a later time.
= Discount-related actions

If you have a high percentage of on-demand VMs, you can reduce your monthly costs by increasing discount coverage.
To increase coverage, you scale VMs to instance types that have existing capacity. If you need more capacity, then
Workload Optimization Manager will recommend actions to purchase additional discounts.
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Additional information:
= For scale actions, you can choose Cloud Scale All, Cloud Scale for Performance, or Cloud Scale for Savings.

You can direct Workload Optimization Manager to only execute cloud VM scaling actions that improve performance
(Cloud Scale for Performance) or reduce costs (Cloud Scale for Savings). The default action mode for these actions is
Manual. When you examine the pending actions, only actions that satisfy the policy are allowed to execute. All other
actions are read-only.

Cloud Scale All enables all scaling actions, including those that result in efficiency improvements and increased costs.

When policy conflicts arise, Cloud Scale All overrides the other two scaling options in most cases. For more information,
see Relationship Between Scoped and Default Policies (on page 93).

= Stop and start actions are also referred to as 'parking' actions. You can enforce these actions on demand or according
to a schedule. Parking schedules are separate from the automation schedules that you can set for scale actions. For
details, see Parking: Stop or Start Cloud Resources (on page 428).

= Purchase actions should be taken along with the related VM scaling actions. To purchase discounts for VMs at their
current sizes, run a Buy VM Reservation Plan (on page 403).

Currently, Workload Optimization Manager can recommend purchase actions for AWS and Azure. Purchase actions for
GCP will be introduced in a future release.

Cloud VMs with Failed Sizing

For workload on the public cloud, if Workload Optimization Manager tries to execute a scale action but the action fails, then
Workload Optimization Manager places the affected VM in a special group named Cloud VMs with Failed Sizing. Under normal
circumstances this group will be empty. But in case some actions have failed, you can review the contents of this group to
inspect the individual VMs. As soon as Workload Optimization Manager successfully executes a scale action on a VM in this
group, it then removes the VM from the group.

NOTE:
When Workload Optimization Manager places a VM in this group, it restarts the VM to ensure that it is running correctly
with its original configuration.

By default Workload Optimization Manager does not include any action policies for this group. Whatever action mode is set to
the given VMs remains in effect while the VMs are in this group. You can create a policy and scope the policy to this group. For
example, assume you see typical failures for actions that Workload Optimization Manager tries to execute during working hours.
In that case, you can create a scheduling window that enables scale actions during off hours. That can help to automatically
execute the actions and remove the VMs from this group.

Note that the VMs in this group could already be in a scope that is affected by another actions policy. Remember that with
competing policies, the most conservative policy wins. When working with the Cloud VMs with Failed Sizing group, this

can have unintended consequences. Assume you have VMs with automated scale actions, and you create a policy the sets
the action mode to Manual for this group. Assume a failed scale action places a VM into this group. In that case the more
conservative action mode takes effect, and the VM will use Manual mode. Because of a failed scale action, the VM does not
automate subsequent scale actions.

AWS VMs

AWS Instance Requirements

In AWS some instances require workloads to be configured in specific ways before they can move to those instance types. If
Workload Optimization Manager recommends moving a workload that is not suitably configured onto one of these instances,
then it sets the action to Recommend Only, and describes the reason. Workload Optimization Manager will not automate the
move, even if you have set the action mode for that scope to Aut ormat i c. You can execute the move manually, after you have
properly configured the instance.

Note that if you have workloads that you cannot configure to support these requirements, then you can set up a policy to keep
Workload Optimization Manager from making these recommendations. Create a group that contains these workloads, and
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then create a placement policy for that scope. In the policy, Excluded Templates to exclude the instance types that do require
ENA support. For information about placement policies, see Automation Policies (on page 92). For information about excluding
instance types, see Cloud Instance Types (on page 213).

The instance requirements that Workload Optimization Manager recognizes are:

= Enhanced Network Adapters

Some workloads can run on instances that support Enhanced Networking via the Elastic Network Adapter (ENA), while
others can run on instances that do not offer this support. Workload Optimization Manager can recommend moving a
workload that does not support ENA onto an instance that does. To make that move, you must perform the required
configuration of the workload before you can execute the move. If you move a non-ENA VM to an instance that requires
ENA, then AWS cannot start up the VM after the move. Before executing the move, you must enable ENA on the VM.

For information about ENA configuration, see "Enabling Enhanced Networking with the Elastic Network Adapter (ENA) on
Windows Instances" in the AWS documentation.

= Linux AMI Virtualization Type

An Amazon Linux AMI can use ParaVirtual (PV) or Hardware Virtual Machine (HVM) virtualization. Workload Optimization
Manager can recommend moving a PV workload to an HVM instance that does not include the necessary PV drivers.

To check the virtualization type of an instance, open the Amazon EC2 console to the Details pane, and review the
Virtualization field for that instance.

= 64-bit vs 32-bit
Not all AWS instance can support a 32-bit workload. Workload Optimization Manager can recommend moving a 32-bit
workload to an instance that only supports a 64-bit platform.

= NVMe Block

Some instances expose EBS volumes as NVMe block devices, but not all workloads are configured with NVMe drivers.
Workload Optimization Manager can recommend moving such a workload to an instance that supports NVMe. Before
executing the move, you must install the NVMe drivers on the workload.

In addition, Workload Optimization Manager recognizes processor types that you currently use for your workloads. For move or
resize actions, Workload Optimization Manager keeps your workloads on instance types with compatible processors:
» GPU-based instances:

Workload Optimization Manager recognizes when your workload is on a GPU-based instance. To ensure the workload
always stays on a compatible processor, Workload Optimization Manager does not recommend resize actions.

= ARM-based instances

If your workload is on an ARM-based instance, then Workload Optimization Manager will only recommend resizes to
other compatible ARM-based instance types.

Resizing Storage Capacity in AWS Environments

When a VM needs more storage capacity Workload Optimization Manager recommends actions to move it to an instance that
provides more storage. Note that AWS supports both Elastic Block Store (EBS) and Instance storage. Workload Optimization
Manager recognizes these storage types as it recommends storage actions.

If the root storage for your workload is Instance Storage, then Workload Optimization Manager will not recommend a storage
action. This is because Instance Storage is ephemeral, and such an action would cause the workload to lose all the stored data.

If the root storage is EBS, then Workload Optimization Manager recommends storage actions. EBS is persistent, and the data
will remain after the action. However, if the workload uses Instance Storage for extra storage, then Workload Optimization
Manager does not include that storage in its calculations or actions.

Action Details for AWS Workloads

In AWS environments, Workload Optimization Manager considers a VM's used and reserved memory to calculate virtual memory
utilization, and drives actions based on the calculated value. This may not always match the values seen in CloudWatch or at the
OS level of the VM.
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According to the AWS FAQ, "In C5, portions of the total memory for an instance are reserved from use by the Operating System
including areas used by the virtual BIOS for things like ACPI tables and for devices like the virtual video RAM.". When Workload
Optimization Manager recommends moving to one of these instances, the action details use the capacity that is reported by the
instance template. However, subsequent reporting of the Mem capacity for the given instance uses the values that Workload
Optimization Manager discovers in the environment.

Nodes in AWS EMR Clusters

Workload Optimization Manager treats nodes in AWS EMR clusters like regular VMs. As such, it could incorrectly generate
scaling actions for such nodes. After a node scaling action executes, AWS detects the action as a defect, terminates the node,
and replaces it with a new instance of the initial size. To avoid this issue, we recommend that you disable scaling actions for
nodes in EMR clusters.

AWS automatically assigns system tags to EMR clusters. To disable scaling actions, create a VM group that uses these tags as a
filter, and then create a VM policy that disables the 'Cloud Scale All' action type for the VM group.

Azure VMs

Azure Resource Group Discovery

To discover Azure Resource Groups, you can set up the following targets:
= Microsoft Azure service principle targets
= Microsoft Azure Enterprise Agreement (EA) targets

For Azure environments that include Resource Groups, Workload Optimization Manager discovers the Azure Resource Groups
and the tags that are used to identify these groups.

In the Workload Optimization Manager user interface, to search for a specific Azure Resource Group, choose Resource Groups
in the Search Page.

You can set the scope of your Workload Optimization Manager session to an Azure Resource Group by choosing a group in the
Search results and clicking Scope To Selection.

You can also use Azure tags as filter criteria when you create a custom Workload Optimization Manager resource group. You can
choose the Azure Resource Groups that match the tag criteria to be members of the new custom group.

To find the available tags for a specific Azure Resource Group, add the Basic Info chart configured with Related Tag Information
to your view or custom dashboard. See Basic Info Charts (on page 460).

Azure Instance Requirements

In Azure environments, some instance types require workloads to be configured in specific ways, and some workload
configurations require instance types that support specific features. When Workload Optimization Manager generates resize
actions in Azure, these actions consider the following features:

= Accelerated Networking (AN)

In an Azure environment, not all instance types support AN, and not all workloads on AN instances actually enable AN.
Workload Optimization Manager maintains a dynamic group of workloads that have AN enabled, and it assigns a policy
to that group to exclude any templates that do not support AN. In this way, if a workload is on an instance that supports
AN, and that workload has enabled AN, then Workload Optimization Manager will not recommend an action that would
move the workload to a non-AN instance.

= Azure Premium Storage
Workload Optimization Manager recognizes whether a workload uses Premium Storage, and will not recommend a
resize to an instance that does not support Azure Premium Storage.

In addition, Workload Optimization Manager recognizes processor types that you currently use for your workloads. If your
workload is on a GPU-based instance, then Workload Optimization Manager will only recommend moves to other compatible
GPU-based instance types. For these workloads, Workload Optimization Manager does not recommend resize actions.
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IOPS-aware Scaling for Azure VMs

Workload Optimization Manager considers IOPS utilization when making scaling decisions for Azure VMs. To measure utilization,
Workload Optimization Manager takes into account a variety of attributes, such as per-disk IOPS utilization, whole VM IOPS
utilization, cache settings, and IOPS capacity for the VMs. It also respects IOPS utilization and aggressiveness constraints that
you set in VM policies. For details, see Aggressiveness and Observation Periods (on page 211).

Analysis impacts VM scaling decisions in different ways. For example:

= If your instance experiences IOPS bottlenecks, Workload Optimization Manager can recommend scaling up to a larger
instance type to increase IOPS capacity, even if you do not fully use the current VCPU or VMEM resources.

= If your instance experiences underutilization of VMEM and VCPU, but high IOPS utilization, Workload Optimization
Manager might not recommend scaling down. It might keep you on the larger instance to provide sufficient IOPS
capacity.

= If the instance experiences underutilization of IOPS capacity along with normal utilization of other resources, you might
see an action to resize to an instance that is very similar to the current one. If you inspect the action details, you should
see that you are changing to a less expensive instance with less IOPS capacity.

Cloud VM Uptime

For cloud VMs, Workload Optimization Manager includes uptime data in its cost calculations. This is especially important for
VMs that do not run 24/7 and are charged on-demand rates. With uptime data, Workload Optimization Manager can calculate
costs more accurately based on the amount of time a VM has been running.

The Action Details page shows uptime data for these VMs. Workload Optimization Manager calculates uptime based on the
VM's age.
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Action Details 1of1 ® x
Scale Virtual Machine ptaub807disabled in from Standard_Eds_v3 to

Standard_E2as_v4

Est. Investment $23/mo

VCPU PERCENTILE AND AVG. UTILIZATION © VMEM PERCENTILE AND AVG. UTILIZATION ©

Unilizatien is below 2% for 95% of the time over the 7 day observation period Utilization is below 9% for 95% of the time over the Fy DiFiEryalene per o

VIRTUAL MACHINE DETAILS

HARME - i,--r- _________ I
|
|30+ days
1
e r
VOPU FERCENTILE VMIEM PERCENTILE WM IOPS PERCENTILE VA STOMAGE THEDUNGHPUT PERCEMTILE
2% 29% 4 9% 5% & e - . .
- == - - ~
33.2 GHz 227 GHz 32 GiB 16 GIiB &.400 10PS 3,200 10PS o6 ME/s &8 MBJs
S — -' -
ON-DEMAND RATE £ RI COVERAGE : wE € AND MONTILY COST @
i |
$0.45M =~  $0.218/h 100% - 0% | 94.6% $1270m0 = $15Umo |
| S——— -
Key Concepts
=  Uptime

A percentage value that indicates how long a VM has been running over a period of time (age)

= Age
The number of days that a VM has existed since first discovery. For VMs older than 30 days, Workload Optimization
Manager displays a value of 30+ days, but only calculates uptime over the last 30 days.

For newly discovered VMs, age is 0 (zero) on the day of discovery. If the VM is running at the time of discovery, uptime is 100%.
Otherwise, uptime is 0% and remains unchanged until the VM is powered on. Workload Optimization Manager recalculates
uptime every hour and then refreshes the data shown in the user interface.

Examples

= A VM that was first discovered 5 days (or 120 hours) ago and has been running for a total of 60 hours during that period
has a current uptime value of 50%.

= A VM that was first discovered 2 months ago and has been running for a total of 180 hours over the last 30 days (or 720
hours) has a current uptime value of 25%.
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Cost Calculations Using Uptime Data

Workload Optimization Manager uses uptime data to calculate estimated on-demand costs for your cloud VMs. For details
about calculations, see Estimated On-demand Monthly Costs for Cloud VMs (on page 201).

Uptime data impacts cost calculations, but not the actual scaling decisions that Workload Optimization Manager makes. These
decisions rely on other factors, such as resource utilization percentiles and scaling constraints set in policies.

Uptime Data in Charts
Workload Optimization Manager recalculates uptime data every hour and then updates the values shown in charts. The following
charts reflect the cost impact of uptime-based calculations:

= Potential Savings and Necessary Investment charts

The projected amounts in these charts include on-demand costs for cloud VMs.

Necessary Investments @ H Potential Savings @ f
Global Efmaranment Glokal Ernarcement
$3.71450ma, 65 By R
¥
$5dldmia, 23 Scale Virtual Machines $2.5600mo, T Scale Vit Machines
5716 38,370
M':Jr1!|1i'!.l' & 5161/ma, 9 Scale Volumes hl'l-::nnthl:.r §1,2038mo, 175 Scale Volumes
& 315/ 1 Scale Databass S8, 200 Dibets Viakifis

B 5437ima, & Scale Databases

SHOWALL > SHOWALL 2

When you click Show All in these charts and view details for a pending VM action, the Action Details page shows on-
demand costs before and after you execute the action, factoring in the VM's uptime value. The page also shows the
VM's age.
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Action Details < 1oft > @ X

Scale Virtual Machine ptaub&07disabled in ; from Standard_E4s_v3 to
Standard_E2as_v4
praubE07disabled doesnt comply with ptaut

(comrmnce) [Eilrnmﬂmtmrmi
A

VCPLU PERCENTILE AND AVG. UTILIZATION © VYMEM PERCENTILE AND AVG. UTILIZATION ©
Unilization is below 2% for 95% of the time over the 7 day obaervation period Uilization is below 9% for 95% of the tme over the 7 day observation period

b

!
S
@ VCPU Daily vy, @) VOPU 7 day 95th Percerdile - Projecied VOPU 95th Percenife viem Dady vy, i) Ve 7 day 95th Pergengie Pr s Tim W 5
VIRTUAL MACHINE DETAILS
HAME o i"_.-._u_: ________ SUBSCRIPTION LIOCATION
plaub8l Tdisable. i 0+ days apare-East US 2
[
WCPU PERCENTILE VWEM PERCENTILE WM IDPS PERCENTILE Wi STORAGE THEAAGHIUT PERCENTILE
2% 29% 4 9% 18% # 0% 0% 0% 0%
33.2 GHz 227 GHz 32 GiB 16 GIB 6,400 10FS 3,200 10PS 96 MEB/s 48 MB/s
ON-DEMAND RATE ) RICOVERAGE D i'r_J;ﬁ;;"ﬁ_ EST 0% DERAND WIS THLY (05T ﬁx
£045M =  S0.218/h 00% — 0% | B45% $127Tima —=  $151/mo J
| S ——

= Workload Cost Breakdown chart
This chart shows estimated costs over time, including on-demand costs for VMs.
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Workload Cost Breakdown @
Glabal Ervdranment - Month

550/
$26,543 E40h
ESL currentg meanth
Workloads cost
£0%
20N
.
00 My 9 May 18 ay 2 My by O Jun
& 5pol Compute Resareed License Rl Campige IF
@ OrncDemand Licensz @ On-Demand Compute & Storage
Last 30 Days =

= The Entity Information chart shows the latest uptime and age data for a specific cloud VM.

Mumber of VCPUs 4 o
Region azure-Canada East
Account
Resource Group

(Uptime © %.9% ]
Last Modification Time WA
Attachment State Attached
Vendor ID [EA - PTZ]

(poe 0 . %ordas ]

Estimated On-demand Costs for Cloud VMs

Workload Optimization Manager considers a variety of factors when calculating Estimated On-demand Monthly Cost for a cloud
VM.
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VIRTUAL MACHINE DETAILS

ARNE | AGE ACCC T R ik
i+ ||.|:r-.
VOPU PERCENTILE WMEM FLRCOENTILL HNET THROLUGHPEUT 10 THROUGHPUT
1 % 06% 94 % A7 % o 0% 0% 0 % 0%
800 MHz 1.4 GHz 1 GiB 2GiB 468.8 MB/s 468.8 MB/s 2606 MB/s 260.6 MB/s
OR-OEMAND RATE () B COVERAGE uprtiMe { EST. OMLDEMAND MOHTHLY cosT |
$0.012/m —_ $0.021/h S0 — 0% 95.3% i $4.1/mo = $15/mo

SR — i

AWS VMs and Azure VMs Without License Costs
Cost Calculation

For these VMs, the calculation for Estimated On-demand Monthly Cost can be expressed as follows:

On-demand Rate * Usage Not Covered by Discounts * Uptine * 730 =
Esti mated On-denand Mont hly Cost

Where:

= On-demand Rate is the hourly cost for a VM's instance type without discount coverage (AWS Rls/Savings Plans or
Azure reservations).

For AWS, this rate includes all license costs, but not storage or IP. You can obtain on-demand rates via Amazon
EC2 On-demand Pricing.

—  For Azure, the rate does not include license costs, storage, or IP. You can obtain on-demand rates via Azure
Pricing Calculator.

NOTE:
Azure VMs covered by Azure Hybrid Benefit do not have license costs.

= Usage Not Covered by Discounts is the percentage of hourly VM usage not covered by any discount. For example:
— Discount Coverage = 20% (0.2)
— Usage Not Covered by Discounts = 80% (0.8)

= Uptime is a percentage value that indicates how long a VM has been running over a period of time (age). Age refers
to the number of days that a VM has existed since first discovery. For VMs older than 30 days, Workload Optimization
Manager only calculates uptime over the last 30 days.

To estimate monthly on-demand costs, Workload Optimization Manager projects the current uptime value into the future.
It assumes that future uptime will be similar to the current uptime.

= 730 represents the number of hours per month that Workload Optimization Manager uses to estimate monthly costs.

The listed items above impact cost calculations, but not the actual scaling decisions that Workload Optimization Manager
makes. These decisions rely on other factors, such as resource utilization percentiles and scaling constraints set in policies.

Example

Assume the following data for a pending scale action for an AWS VM:
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I e e e

VIRTUAL MACHINE DETAILS

FARNE [[a} AGE ACCOUNT REGION

PT Consistent ° A0+ days aws-EU {Paris)

VEPU PERCENTILE WMEM FLRCENTILE HET THROLIGHPUT 12 THROAUMGHPUT

1% 0E% & 94 % 47% & 0% 0% 0% 0 %

200 MHz 1.4 GHz 1GiB 2GiB 468.8 MB/s A6B.AMBfs 2606 MB/s 260.6 MB/s
:" ON-DEMAND RATE ) Bl COVERAGE D urTiME D EST, OM-DEMAND MONTHLY COST
| $0.01%h =  $0.021/h SO = 0% 95.3% $4.0/mo =  $15/mo

Current Values Values After Action Execution

On-demand Rate $0.012/hr $0.021/hr

Discount Coverage 50% (0.5) 0% (0.0)

Usage Not Covered by Discounts (cal- 50% (0.5) 100% (1.0)

culated based on discount coverage)

Uptime 95.3% (.953)

Workload Optimization Manager calculates the following:

e I e I

VIRTUAL MACHINE DETAILS

FARNE o AGE ACCOUNT REGION

PT Consistent - 30+ ﬂaﬁli ws=ELN IFars)

WEPU PERCENTILE WMEM PLRCIMNTILE HET THROUGHPUT 10 THROWGHPLUT

1 % DE% a4 % 7% & 0% 0% 0% 0 %

800 MHz 1.4 GHz 1 GiB 2 GiB 468.8 MB/s 468.8 MB/s 2606 MB/s 260.6 MB/s

ON-DEMAND RATE D RICOVERAGE ) uPTIME D E EST. ON-DEMAND MONTHLY COST D E
| |

$0.01%h =  $0.021/h SO = 0% 95.3% io8/mo = §$15/mo |
L 4

P S S ———————— S ——

= Current Estimated On-demand Monthly Cost:
0.012 * 0.5 * 0.953 * 730 = 4.1
= Estimated On-demand Monthly Cost after executing the action:

0.021 * 1.0 * 0.953 * 730 = 15
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NOTE:
Workload Optimization Manager rounds the calculated values that it displays in the user interface.

Since the Estimated On-demand Monthly Cost is projected to increase from $4.1/month to $15/month, Workload Optimization
Manager treats the action as an investment and shows an estimated investment of $11/month.

Action Details € 14af22 3 ) »

Estimated

Scale Virtual Machine PT_Consistent_Scaling_VM_1 in from t3.micro to t3a.small investment

| Est. Investrent: $11/mo |

VCPU PERCENTILE AND AVG. UTILIZATION © VMEM PERCEMTILE AND AVG. LITILIZATION

[
Jlization o Beliw 1% for S5 af the ime drer the T day Ghiervabon perncd LIt aficen v Gelowr 340% Tor 75% of The fime over the 7 cliry aitrs

. : - ¥ . L

VIRTUAL MACHIMNE DETAILS

MAML C AaE ACCOUNT FLLION
30+ day
ol FEREENFILE o PERCERTILE WET SHRGUGE T & THmaGH
1% DE% & a4 % aTw @ 0% 0% 0% 0%
800 MHz 1.4 GHz 1GiB 2 Gil 4588 MB/S 4688 MB/s 260.6 MB/S 26006 MIBFs
DR RATE 0D & COVERAGE @) UPTIGE £ EST Ol SopldAsely ABCOTHL Y T £
S00MAh = §0,0210h GO = 0% 55, 3% $41me = $15/mo

Azure VMs with License Costs
Cost Calculation

For VMs with license costs, Workload Optimization Manager first calculates the On-demand Compute Rate, which it then uses
to calculate Estimated On-demand Monthly Costs.

1. On-demand Compute Rate Calculation
The calculation for On-demand Compute Rate can be expressed as follows:

On-demand Rate - (Reserved License Cost + On-demand License Cost) =
On- denand Conpute Rate

Where:

= On-demand Rate is the hourly cost for a VM's instance type without reservation coverage. This does not include license
costs, storage, or IP. You can obtain on-demand rates via Azure Pricing Calculator.

= Reserved License Cost and On-demand License Cost are the hourly costs for the VM's licenses. You can obtain
license costs via Azure Pricing Calculator or the Workload Optimization Manager user interface.
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From the user interface, set the scope to the Azure VM and then see the Workload Cost Breakdown chart. In the chart,
set the time frame to Last 2 Hours, and then:

Hover over the second to the last bar in the chart to obtain the current On-demand License Cost and Reserved
License Cost.

Workload Cost Breakdown @
ptaub807disabled - Hour

17 Jun 2021 12:56 PM
i

P - i'h
524? I I I I " e
Est. current -----

manth Waorkloads
s

——— On-demand License Cost (current)

Reserved License Cost (current)

Reserved License On-Demand Compute

On-Demand License Storage @ Rl Compute

Last 2 Hours -

Hover over the last bar (after the vertical line) in the chart to obtain the On-demand License Cost and Reserved
License Cost after you execute actions.

Workload Cost Breakdown )
ptaubB07disabled - Hour

17 Jun 2021 02:13 PM

IP cost @ 50,004
524? I I I I I | ond . o :

Est. current month
Workloads cost

On-demand License Cost
(after action execution)

‘ Reserved License Cost
(after action execution)

Reserved License On-Demand Compute l

On-Demand License Storage @ Rl Compute

Last 2 Hours -

The On-demand Compute Rate and License Cost (On-demand and Reserved) are then used to calculate Estimated On-demand

Monthly Costs.

2. Estimated On-demand Monthly Cost Calculation

The calculation can be expressed as follows:

(On-demand Conpute Rate * Usage Not Covered by Reservations) + License Cost * Uptine * 730 =
Esti mated On-denmand Mont hly Cost
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Where:

= Usage Not Covered by Reservations is the percentage of hourly VM usage not covered by any reservation. For

example:

— Reservation Coverage = 20% (0.2)

— Usage Not Covered by Reservations = 80% (0.8)

= License Cost is the sum of On-demand License Cost and Reserved License Cost.

= Uptime is a percentage value that indicates how long a VM has been running over a period of time (age). Age refers
to the number of days that a VM has existed since first discovery. For VMs older than 30 days, Workload Optimization

Manager only calculates uptime over the last 30 days.

To estimate monthly on-demand costs, Workload Optimization Manager projects the current uptime value into the future.
It assumes that future uptime will be similar to the current uptime.

= 730 represents the number of hours per month that Workload Optimization Manager uses to estimate monthly costs.

The listed items above impact cost calculations, but not the actual scaling decisions that Workload Optimization Manager
makes. These decisions rely on other factors, such as resource utilization percentiles and scaling constraints set in policies.

Example

Assume the following data for a pending scale action for an Azure VM with license costs:

VIRTUAL MACHINE DETAILS

HAME 1Lx

rdisable 25b9¢cOce-0elR-4

VCPLU PERCEMNTILE

2% 29% 4
33.2 GHz 22.7 GHz

TON-DEMAND RATE ) ]
H 1
: ]
1
A

5045 = 30.218/h)

AL

A0+ days

WMEM PERCENTILE

9 % 1B% 4
32 GIB 16 GiB

Rl COVERAGE )

100% = 0%

SUIBSC RIFTION

WM I0PS PERCEMTILE

0% 0%

5,400 10PS 3,200 10P5
LPTIME )

96.1%

LOCATION

VM STORAGE THROUWGHPUT FERCEMTILE

0% 0%
S& MB/s 48 MB/s
EST, OM-DEMAND BMONTHLY CO5T )

5129 mo = $153/mo

Current Values

Values After Action Execution

On-demand Rate

$0.45/hr

$0.218/hr
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Workload Cost Breakdown @
ptaub807disabled - Hour

17 Jun 2021 12

$247
Est. current
manth Waorkloads
cost

On-demand License Cost (current)

Reserved License Cost (current)

k
Reserved License On-Demand Compute l
On-Demand License Storage @ RI Compute
Last 2 Hours =
Workload Cost Breakdown & i

ptaub807disabled - Hour

5247

Est. current month
Workloads cost

On-demand License Cost
(after action execution)

Reserved License Cost
(after action execution)

Reserved License On-Demand Compute I
On-Demand License Storage @ Rl Compute
Last 2 Hours -
Current Values Values After Action Execution
On-demand License Cost SO/hr $0.088/hr
Reserved License Cost $0.184/hr N/A

1.  Workload Optimization Manager first calculates the following:

= Current On-demand Compute Rate:
0.45 - (0.184 + 0) = 0.266
= On-demand Compute Rate after executing the action:

0.218 - (0 + 0.088) = 0.13
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2. Workload Optimization Manager can now calculate Estimated On-demand Monthly Cost based on:

= On-demand Compute Rate

Current Values

Values After Action Execution

On-demand Compute Rate $0.266/hr $0.13/hr

. Usage Not Covered by Reservations and Uptlme
\I'IRTUPLL MACHINE DETAII.S
NAME [+ AGE CUBSCRIPTION LOCATION
praubEl7disable, 25b3cice-OeDB-4, 30 danys EA - Developroent azure-East US 2
VCPU PERCENTILE VMIEM PERCENTILE VI I0PS PERCEMTILE WM STORAGE THROUGHPUT PERCEMTILE
2% 29% =+ 9% 13% o 0% 0% 0% 0%
33.2 GHz 22,7 GHz 32GiB 156 GiB 6,400 10PS 3,200 10PS & MBSs 48 MB/s
ON-DEMAND RATE B : nl COVERAGE ) ueTiME ) ™, EST, OM-DEMAND MONTHLY COST )
$045h  —~  $0.218/h NJoo% o 0% 98N / NSma - $153d/mo

Current Values

Values After Action Execution

Reservation Coverage

100% (1.0)

0% (0.0)

Usage Not Covered by Reserva-
tions (calculated based on reser-
vation coverage)

0% (0.0)

100% (1.0)

Uptime

96.1% (.961)

Workload Optlmlzatlon Manager calculates the foIIowmg

‘u'IRTUAL MACHINE DETAILS

HAME It AGE
praubB07disable. 25b8c0ce-OelB-4, 0+ dinys
WCFU PERCENTILE WAIEM PERCENTILE

2% 29% 4 9% 18% 4
33.2 GHz 22.7 GHz 32 GiB 16 GiB
QRN-DEMAND RATE “‘ R COVERAGE D

£0.45/Mh = $£0.218/h 100%: - 0%

. Current Estlmated On demand Monthly Cost

(0.266 * 0.0) + 0.184 * 0.961 * 730 = 129

SUBSCRIPTION

EA - Developrment azure-East S 2

WM IOPS PERCENTILE

0%
6,400 10F5

UPTIME )

96.1%

P .

W STORAGE THROUWGHPUT PERCEMTILE

0% 0% 0%

3,200 10PS 96 MEB/s 48 MB/s
:'j EST, OM-DEMAND BMONTHLY COST ) ™y
L‘ £129/mo  —  $153/me
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= Estimated On-demand Monthly Cost after executing the action:

(0.13 * 1.0) + 0.088 * 0.961 * 730 = 153

NOTE:
Workload Optimization Manager rounds the calculated values that it displays in the user interface.

Since the on-demand cost is projected to increase from $129/month to $153/month, Workload Optimization Manager treats the
action as an investment and shows an estimated investment of $24/month.

| Action Details 1011 @
Estimated
Scale Virtual Machine ptaub807disabled in fresm Standard_E4s_v3 to Standard_E2as_wd investrent
ptaubed?dsabled doesnt comply with ptaub - .
COMPLIANCE i ESEL. Investment: 5244'[1’1!:!:
N g
VCPU PERCEMTILE AND AVG, UTILIZATION & WVMEM PERCENTILE AND AVG, UTILIZATION ©
Utdization is below 2% for 555 of the time over the T day obsenation periced Untilizathon s balcesy 3% for 95% of the: tme cver the 7 day abservation period
& Y 8 ected VOPU 950 wntile i VA

VIRTUAL MACHINE DETAILS

KM I ¥ SLIBSCRRTION LDCATION
30+ oy i

WP FERCENTILE WMEM PERCEMTILE W P PERCENTILE VM STORKSE THROUGHFUT FERCENTILE

2% 29% & 9% 18% & 0% 0% 0% 0%

33.2 GHz 22.7 GHz 32 GuB 16 GIB 6400 IDP5 3,200 10P5 96 MB/s 48 MBS

ON-DEMAND RATE € &1 COVIRAGE i) upTig ) ST, ON-DERAND MONTHLY 05T €

$0.45h = S0.218h 100% = 0% 96.1% $129mo = $153mo

Cloud VM Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

NOTE:
The policy settings discussed in this topic only apply to cloud scale actions. For details about settings for parking actions
(stop and start), see Parking: Stop or Start Cloud Resources (on page 428).
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Action Automation and Orchestration

For details about cloud VM actions, see Cloud VM Actions (on page 193).

Cloud Scale
Action Default Mode | AWS, Azure, and GCP
Cloud Scale All Manual m
glg:geScale for Perfor- Manual m
Cloud Scale for Savings Manual m

Other Actions

Action Default Mode | AWS and Azure | GCP

Buy discounts Recommend Not yet support-
=3 e

Provision Kubernetes node Manual

(VM) =3 =3

Suspend Kubernetes node (VM) | Manual m m

Scaling Target Utilization

For VCPU, VMEM, and I10/Net Throughput Utilization:

These advanced settings determine how much you would like a scope of workloads to utilize their resources. These are fixed
settings that override the way Workload Optimization Manager calculates the optimal utilization of resources. You should only
change these settings after consulting with Technical Support.

While these settings offer a way to modify how Workload Optimization Manager recommends actions, in most cases you

should never need to use them. If

you want to control how Workload Optimization Manager recommends actions to resize

workloads, you can set the aggressiveness per the percentile of utilization, and set the length of the sample period for more or

less elasticity on the cloud.

Attribute

Default Value

Scaling Target VCPU Utilization

70
The target utilization as a percentage of VCPU capacity.

Scaling Target VMEM Utilization

90
The target utilization as a percentage of memory capacity.

Scaling Target |0 Throughput Utilization 70
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Attribute Default Value

The target utilization as a percentage of 10 throughput (Read
and Write) capacity.

Scaling Target Net Throughput Utilization 70

The target utilization as a percentage of network throughput
(Inbound and Outbound) capacity.

For IOPS Utilization:

Workload Optimization Manager uses this setting in conjunction with aggressiveness constraints to control scaling actions for
VMs. You can set the aggressiveness per the percentile of utilization, and set the length of the sample period for more or less
elasticity on the cloud.

Attribute Default Value
Scaling Target IOPS Utilization 70
(Azure VMs only) For Azure environments, the target percentile value Work-

load Optimization Manager will attempt to match.

For details on how IOPS utilization affects scaling decisions, see IOPS-aware Scaling for Azure VMs (on page 197).

Aggressiveness and Observation Periods

Workload Optimization Manager uses these settings to calculate utilization percentiles for vCPU, vMEM, and IOPS (Azure VMs
only). It then recommends actions to improve utilization based on the observed values for a given time period.

Aggressiveness

Attribute Default Value

Aggressiveness 95th Percentile

When evaluating performance, Workload Optimization Manager considers resource utilization as a percentage of
capacity. The utilization drives actions to scale the available capacity either up or down. To measure utilization, the
analysis considers a given utilization percentile. For example, assume a 95th percentile. The percentile utilization is the
highest value that 95% of the observed samples fall below. Compare that to average utilization, which is the average of
all the observed samples.

Using a percentile, Workload Optimization Manager can recommend more relevant actions. This is important in the
cloud, so that analysis can better exploit the elasticity of the cloud. For scheduled policies, the more relevant actions will
tend to remain viable when their execution is put off to a later time.

For example, consider decisions to reduce the capacity for CPU on a VM. Without using a percentile, Workload
Optimization Manager never resizes below the recognized peak utilization. For most VMs, there are moments when peak
CPU reaches high levels, such as during reboots, patching, and other maintenance tasks. Assume utilization for a VM
peaked at 100% just once. Without the benefit of a percentile, Workload Optimization Manager will not reduce allocated
CPU for that VM.

With Aggressiveness, instead of using the single highest utilization value, Workload Optimization Manager uses the
percentile you set. For the above example, assume a single CPU burst to 100%, but for 95% of the samples CPU never
exceeded 50%. If you set Aggressiveness to 95th Percentile, then Workload Optimization Manager can see this as an
opportunity to reduce CPU allocation for the VM.
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In summary, a percentile evaluates the sustained resource utilization, and ignores bursts that occurred for a small portion
of the samples. You can think of this as aggressiveness of resizing, as follows:

— 100th and 99th Percentile - More performance. Recommended for critical workloads that need maximum
guaranteed performance at all times, or workloads that need to tolerate sudden and previously unseen spikes in
utilization, even though sustained utilization is low.

—  95th Percentile (Default) - The recommended setting to achieve maximum performance and savings. This
assures application performance while avoiding reactive peak sizing due to transient spikes, thus allowing you to
take advantage of the elastic ability of the cloud.

—  90th Percentile - More efficiency. Recommended for non-production workloads that can stand higher resource
utilization.

By default, Workload Optimization Manager uses samples from the last 30 days. Use the Max Observation Period
setting to adjust the number of days. To ensure that there are enough samples to analyze and drive scaling actions, set
the Min Observation Period.

= Max Observation Period

Attribute Default Value

Max Observation Period Last 30 Days

To refine the calculation of resource utilization percentiles, you can set the sample time to consider. Workload
Optimization Manager uses historical data from up to the number of days that you specify as a sample period. If the
database has fewer days' data then it uses all of the stored historical data.

You can make the following settings:
— Less Elastic - Last 90 Days
— Recommended - Last 30 Days
— More Elastic - Last 7 Days

Workload Optimization Manager recommends an observation period of 30 days following the monthly workload
maintenance cycle seen in many organizations. VMs typically peak during the maintenance window as patching and
other maintenance tasks are carried out. A 30-day observation period means that Workload Optimization Manager can
capture these peaks and increase the accuracy of its sizing recommendations.

You can set the value to 7 days if workloads need to resize more often in response to performance changes. For
workloads that cannot handle changes very often or have longer usage periods, you can set the value to 90 days.

= Min Observation Period

Attribute Default Value

Min Observation Period None

This setting ensures historical data for a minimum number of days before Workload Optimization Manager will generate
an action based on the percentile set in Aggressiveness. This ensures a minimum set of data points before it generates
the action.

Especially for scheduled actions, it is important that resize calculations use enough historical data to generate actions
that will remain viable even during a scheduled maintenance window. A maintenance window is usually set for "down"
time, when utilization is low. If analysis uses enough historical data for an action, then the action is more likely to remain
viable during the maintenance window.

—  More Elastic - None

— Less Elastic - 7 Days

212 Cisco Systems, Inc. www.cisco.com



Entity Types - Cloud Infrastructure

Cloud Instance Types

Attribute Default Value

Cloud Instance Types None

By default, Workload Optimization Manager considers all instance types currently available for scaling when making scaling
decisions for VMs. However, you may have set up your cloud VMs to only scale to or avoid certain instance types to reduce
complexity and cost, improve discount utilization, or meet application demand. Use this setting to identify the instance types
that VMs can scale to.

Click Edit to set your preferences. In the new page that displays, expand a cloud tier (a family of instance types, such as a7
for AWS or B-series for Azure) to see individual instance types and the resources allocated to them. If you have several cloud
providers, each provider will have its own tab.

Select your preferred instance types or cloud tiers, or clear the ones that you want to avoid. After you save your changes, the
main page refreshes to reflect your selections.

If you selected a cloud tier and the service provider deploys new instance types to that tier later, then those instance types will
automatically be included in your policy. Be sure to review your policies periodically to see if new instance types have been
added to a tier. If you do not want to scale to those instance types, update the affected policies.

Consistent Resizing

Attribute Default Setting

Enable Consistent Resizing Off

For groups in scoped policies:

When you create a policy for a group of VMs and turn on Consistent Resizing, Workload Optimization Manager resizes all the
group members to the same size, such that they all support the top utilization of each resource commodity in the group. For
example, assume VM A shows top utilization of CPU, and VM B shows top utilization of memory. A resize action would result in
all the VMs with CPU capacity to satisfy VM A, and memory capacity to satisfy VM B.

For an affected resize, the Actions List shows individual resize actions for each of the VMs in the group. If you automate resizes,
Workload Optimization Manager executes each resize individually in a way that avoids disruption to your workloads.

Use this setting to enforce the same template across all VMs in a group when resizing VMs on the public cloud. In this way,
Workload Optimization Manager can enforce a rule to size all the VMs in a group equally.

For auto-discovered groups:

In public cloud environments, Workload Optimization Manager discovers groups that should keep all their VMs on the same
template, and then creates read-only policies for them to implement Consistent Resizing. The details of this discovery and the
associated policy vary depending on the Cloud Provider.

= Azure
Workload Optimization Manager discovers Azure availability sets and scale sets.

—  For availability sets, Workload Optimization Manager does not enable Consistent Resizing, but it can recommend
scale actions for individual VMs in the availability set.

When a scale action for a VM in an availability set fails due to insufficient resources in the compute cluster,

the action remains pending. When you hover over the pending action, you will see a message indicating that
action execution has been temporarily disabled due to a previous execution error in the availability set. Workload
Optimization Manager assumes that all other VMs in the availability set will fail to scale due to the same resource
issue, so it creates a temporary policy that disables action execution for the availability set. Specifically, this
policy sets the action mode for scale actions to Recommend and stays in effect for 730 hours (one month).
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This means that for the duration of the policy, Workload Optimization Manager will continue to generate read-
only, non-executable scale actions for individual VMs, so you can evaluate their resource requirements and plan
accordingly. You can delete this policy if you need to re-enable action execution in the availability set.

— For scale sets, Workload Optimization Manager automatically enables Consistent Resizing across all the VMs
in the group. You can choose to execute all the actions for such a group, either manually or automatically. In
that case, Workload Optimization Manager executes the resizes one VM at a time. If you do not need to resize
all the members of a given scale set to a consistent template, create another policy for that scope and turn off
Consistent Resizing.

AWS

Workload Optimization Manager discovers Auto Scaling Groups and automatically enables Consistent Resizing across
all the VMs in each group. You can choose to execute all the actions for such a group, either manually or automatically.
In that case, Workload Optimization Manager executes the resizes one VM at a time. If you do not need to resize all
the members of a given Auto Scaling Group to a consistent template, create another policy for that scope and turn off
Consistent Resizing.

If you select one or all actions for the group either manually or automatically, Workload Optimization Manager will change
the Launch Configuration for the Auto Scaling Group but it will not terminate the EC2 instances.

Reasons to employ Consistent Resizing for a group include:

Load Balancing

If you have deployed load balancing for a group, then all the VMs in the group should experience similar utilization. In
that case, if one VM needs to be resized, then it makes sense to resize them all consistently.

High Availability (HA)

A common HA configuration on the public cloud is to deploy mirror VMs to different availability zones, where the given
application runs on only one of the VMs at a given time. The other VMs are on standby to recover in failover events.
Without Consistent Resizing, Workload Optimization Manager would tend to size down or suspend the unused VMs,
which would make them unready for the failover situation.

When working with Consistent Resizing, consider these points:

You should not mix VMs in a group that has a Consistent Resizing policy, with other groups that enable Consistent
Resizing. One VM can be a member of more than one group. If one VM (or more) in a group with Consistent Resizing is
also in another group that has Consistent Resizing, then both groups enforce Consistent Resizing together, for all their
group members.

If one VM (or more) is in a group with Consistent Resizing turned on, and the same VMs are in a group with Consistent
Resizing turned off, the affected VMs assume the ON setting. This is true if you created both groups, or if Workload
Optimization Manager created one of the groups for Azure Scale Sets or AWS Auto Scaling Groups.

For any group of VMs that enables Consistent Resizing, you should not mix the associated target technologies. For
example, one group should not include VMs that are managed on both Azure and AWS platforms.

Charts that show actions and risks assign the same risk statement to all the affected VMs. This can seem confusing. For
example, assume one VM needs to resize to address vCPU risk, and 9 other VMs are set to resize consistently with it.
Then charts will state that 10 VMs need to resize to address vCPU risks.

Instance Store Aware Scaling

Attribute Default Setting

Instance Store Aware Scaling Off

The template for your workload determines whether the workload can use an instance store, and it determines the instance
store capacity. As Workload Optimization Manager calculates a resize or move action, it can recommend a new template that
does not support instance stores, or that does not provide the same instance store capacity.

To ensure that resize actions respect the instance store requirements for your workloads, turn on Instance Store Aware Scaling
for a given VM or for a group of VMs. When you turn this on for a given scope of VMs, then as it calculates move and resize
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actions, Workload Optimization Manager will only consider templates that support instance stores. In addition, it will not move a
workload to a template that provides less instance store capacity.

App Component Spec

In Azure App Service deployments, an App Component Spec represents a set of app instances comprising a single web
application. Workload Optimization Manager discovers App Component Specs when you add an Azure target with the
necessary permissions.

Azure App Service Plan
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NOTE:
For a list of permissions, see "Azure Service Principal and Subscription Permissions" in the Target Configuration Guide.

Workload Optimization Manager also discovers the plans that provide resources to app instances. The supply chain shows these
plans as Virtual Machine Specs (on page 216) and links them with App Component Specs to establish their relationship.
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Synopsis
Synopsis
Provides: App services to end users
Consumes: Resources from App Service plans
Discovered through: Azure targets

Monitored Resources
= Response Time

Response Time is the elapsed time between a request and the response to that request. Response Time is typically
measured in seconds (s) or milliseconds (ms).

= Virtual CPU

Virtual CPU is the measurement of total CPU time utilized by a given app.

Actions
None

Workload Optimization Manager does not recommend actions for App Component Specs, but it does recommend actions for
the underlying Virtual Machine Specs. For details, see Virtual Machine Spec Actions (on page 218).

Virtual Machine Spec

In Azure App Service, plans define CPU, memory, and storage resources that are available to VM instances to run apps. When
you add an Azure target with the necessary permissions, Workload Optimization Manager discovers the plans associated with
apps, and shows them as Virtual Machine Specs in the supply chain. Currently, Workload Optimization Manager discovers all

plans, except App Service Environment v3 14, 15, and 16.
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NOTE:

For a list of permissions, see "Azure Service Principal and Subscription Permissions" in the Target Configuration Guide.

Points to consider:

= Azure App Service offers several types of apps, including web apps, mobile apps, APl apps, and logic apps. Workload

Optimization Manager discovers the plans associated with these apps, but only recommends scale actions for plans
associated with web apps. If a plan is no longer associated with any type of app, Workload Optimization Manager will
recommend that you delete it.

For web apps, Workload Optimization Manager also discovers the app instances that consume resources from a plan,
and shows them as App Component Specs (on page 215) in the supply chain. The supply chain links App Component
Specs with Virtual Machine Specs to establish their relationship.

VM instances underlying a plan scale as a group. For this reason, Workload Optimization Manager represents these VM
instances as a single Virtual Machine Spec entity and does not monitor them individually. The Entity Information chart for
a Virtual Machine Spec shows the current number of VM instances, while resource charts (such as the Virtual CPU and
Virtual Memory charts) show aggregated metrics for all VM instances.
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Synopsis
Synopsis
Provides: Resources to apps (via App Component Specs)
Consumes: Resources from Azure regions
Discovered through: Azure targets

Monitored Resources

Virtual Memory

Virtual Memory is the measurement of memory utilized by the entity.

Virtual CPU

Virtual CPU is the measurement of CPU utilized by the entity.

Storage Amount

Storage Amount is the measurement of Azure storage utilized by the entity.

Number of Replicas

Number of Replicas is the total number of VM instances underlying an App Service plan.

Actions

Scale
Scale Azure App Service plans to optimize app performance or reduce costs, while complying with business policies.
Delete

Delete empty Azure App Service plans as a cost-saving measure. A plan is considered empty if it is not hosting any
running apps.

Scale Actions

Workload Optimization Manager supports vertical scaling actions for provisioned App Service plans. These actions change the
size of all VM instances underlying a plan (for example, from small to large, or large to medium). Horizontal scaling actions,
which change the number of VM instances underlying a plan, are currently not supported.

Vertical scaling recommendations rely on a variety of factors, including:

Resource utilization percentiles (on page 220)
On-demand monthly costs (on page 222)
VM instance count
Workload Optimization Manager will only recommend vertical scaling actions on plans with six or less VM instances.
Scaling eligibility

— Eligible for scaling - Basic, Standard, Premium v2, Premium v3, Isolated, Isolated v2

— Not eligible for scaling - Workflow Standard, Elastic Premium, Free, Shared, Dynamic/Serverless
Azure-enforced constraints, including:

— Region - Only recommend instance types in regions where they are available

— Server rack - Only recommend instance types on server racks where they are available

— Zone redundancy - If zone redundancy is enabled, only recommend instance types that support zone
redundancy
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— Deployment slots - Only recommend instance types that support the currently configured number of deployment
slots that can be added to apps

— Hybrid connections - Only recommend scaling to instance types that support the currently configured number of
hybrid connections for a plan

NOTE:
To see the number of deployment slots and hybrid connections configured for a plan, set the scope to the
corresponding Virtual Machine Spec and then view the Entity Information chart.

= Scaling constraints that you set in Workload Optimization Manager policies (on page 225) for Virtual Machine Specs

For example, you can set a constraint if you want App Service plans to only scale to or avoid certain instance types.

Delete Actions

When Workload Optimization Manager discovers an empty plan (i.e., a plan that is not hosting any running apps), it will
immediately recommend that you delete the plan as a cost-saving measure. Workload Optimization Manager can recommend
deleting provisioned App Service plans, as well as Elastic Premium and Workflow Standard plans.

If a currently empty plan is not deleted and is subsequently discovered as used, Workload Optimization Manager removes the
delete action attached to it.

Delete actions include the 'Days Empty' information that indicates how long a plan has been empty.

Action Details ¢ afs2 ® x
Delete Empty P2v2 App Service Plan paas-asp-zone-redundant from + $147 d6/mo
ACTION ES5ENTIALS APP SERVICE PLAN DETAILS
Stavi A Action can be sccepled and executed immadiatehy Name TSR B L T:

JREIE w Dipwentime i not regquired [ execute
leversible Action cannot be manually revertad e Pl asp-I0ne

regundant

RESOURCE IMPACT CLREENT AFTER ACTIONS bicript

virtual Memary 7GB . Location arure-East L

You can control the delete actions that Workload Optimization Manager recommends, based on the 'Days Empty' value that you
set. For example, if you want Workload Optimization Manager to only generate delete actions for plans that have been empty for
at least 5 days, perform these steps:

1. In the default policy for Virtual Machine Specs, disable delete actions.
2. Create a dynamic group of Virtual Machine Specs and set the 'Days Empty' filter to Days Enpty > = 5.

3. Create a custom Virtual Machine Spec policy, set the scope to the group that you just created, and then enable delete
actions in that policy.

Actions in Charts

Use the Necessary Investments and Potential Savings charts to view pending Virtual Machine Spec actions. These charts show
total monthly investments and savings, assuming you execute all the actions.
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Mecessary Investments Potential Savings
ry ng
121 Virual Maching Specs (81 Fovh_40% 121 Virbual Maching Specs (81 vrh_40i)
$240k @ 12396 59/mo, 6 Scale Virtual Machs 3097 k @ 57055 0o, 52 Delete virtual Machine Specs
S5ma, Lale Yrtud! achire Specs
Manthly Marithly $2517 0&ima, 24 Scale Virtual Machine Specs

SHOW ALL > SHOW ALL >

Click Show All for each chart to review and execute the actions.

The table shows the following:
= Actions that are pending for each Virtual Machine Spec
= Savings or investments for each Virtual Machine Spec

Utilization Charts for Scale Actions

Workload Optimization Manager uses percentile calculations to measure resource utilization, and drive scaling actions that
improve overall utilization and reduce costs. When you examine the details for a pending scaling action on an App Service plan,
you will see charts that highlight resource utilization percentiles for a given observation period, and the projected percentiles
after you execute the action.
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Action Details

Scale Virtual Machine Spec ASP-CloudPaasRG-bede from 12v2 to 1192 in
Underutilized vCPLL vMEM
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Storage Amaunt Utilization serage is ecual to 0% Mumber Of Replicas, Utilization

COST IMPACT @

Compute Cost @

& Count

Total Savings

POLICIES

L]

Tol2d 3 @®

4 §845.34/mo

B Action can be accepied

vl exer

pdd immediately

Downtime is required 1o execute,

ASP-CloudPaaSRG-hede

ASP-CloudPaaSRG-bede [

CURRENT AFTER ACTIONS

2wz v

16 GB 8GBE + HGB

14% 28% toa%

34.1 GHr 17.05 GHz + 1705 GHz
2% A% 2%

CURRENT AFTER ACTIONS

3563, 56/ma $281.78/mo &+ $2B1 TRimoa
$1,690.68/ma $845.34/ma +  3845.34/ma

$845.34/ma

The charts also plot daily average utilization for your reference. If you have previously executed scaling actions on the App
Service plan, you can see the resulting improvements in daily average utilization. Put together, these charts allow you to easily
recognize utilization trends that drive Workload Optimization Manager's scaling recommendations.

NOTE:

You can set scaling constraints in Virtual Machine Spec policies to refine the percentile calculations. For details, see

Scaling Sensitivity (on page 226).

Disruptiveness and Reversibility of Scale Actions

Workload Optimization Manager always recommends scaling to a different instance type, so all scaling actions are disruptive

and require downtime. You can reverse an action by scaling an App Service plan back to its original instance type.
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Estimated On-demand Monthly Costs for Azure App
Service Plans

Workload Optimization Manager considers a variety of factors when calculating estimated on-demand monthly costs for Azure
App Service plans.

NOTE:
Azure App Service plans appear as Virtual Machine Spec entities in the supply chain.

Action Details 1a24 3 @ w

Scale Virtual Machine Spec ASP-CloudPaasRG-bede from 12v2 1o 11v2 In + $845.34/mo
Underutilized CPLL, vMEM

VCPU PERCENTILE AND AVG. UTILIZATION & ACTION ESSENTIALS
WCPU Utilization e bebkoa 2% for 95% of the time over the 30 day observation period F— A Action can be accepted and executed immediately
£ €an be acce 1 i Cutey E
Non-Disruptive Dowmtime is required 1o execule,
Reversible » Action can be manually reserted

APP SERVICE PLAN DETAILS

Name ASP-CloudPaasRG-bede |
d ASP.CloudPaaSRG-bede B
P OPU Dy Ay == [Propected v el L Subscription i
& fay Sanh Py s U
Locaton azure-East US [
VMEM PERCENTILE AND AVG. UTILIZATION &
SEM Lhilizaticn is bedow 14% for 5% of the tima over the 30 day ckservaton pariod
) e ' e y par RESOURCE IMPACT CURRINT AFTIR ACTIONS
Plan Tier 1292 w2
VMem, Capacity € 16 GB 3GB + 8GB
Whlem, P95th Utilization & 14% 28% T+ 14%
WEPLL, Capacity & 341 GHz 17.05 GHz + 17,05 GHz
- - WCPL, P95ch Utilization @ 2% 4% + I%
Storage, Capacity @ 8T 38 TB
Storage, Utilization
Number Of Replicas, Capacity €
STORAGE AMOUNT AVG. UTILIZATION &
Storage Amourt Litilization awerage is equal to 0% Number Of Replicas, Utilization @
COST IMPACT & CURRENT AFTER ACTIONS
Compute Cost @ $563,56/ma $281.7T8ma +  $2E1.TE/ma

$1,690.68/ma 4 3845 3mo 1

Total Savings $845 34/mo

POLICIES

Cost Calculation
The calculation for estimated on-demand monthly cost can be expressed as follows:

(On-dermand Conpute Rate * 730) * Nunber of Instances = Estinmated On-denmand Monthly Cost
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Where:
= On-demand Compute Rate is the hourly cost for an App Service plan's instance type.
You can obtain on-demand rates via App Service Pricing.
= 730 represents the number of hours per month that Workload Optimization Manager uses to calculate monthly costs.
= Number of Instances is the total number of VM instances underlying the App Service plan.

The listed items above impact cost calculations and the scaling decisions that Workload Optimization Manager makes. These
decisions also rely on other factors, such as resource utilization percentiles and scaling constraints set in policies.

Example

Assume the following data for a pending action to scale an Azure Service plan from the 12V2 to the 11V1 instance type.

Current Values Values After Action Execution
On-demand Compute Rate $0.772/hr $0.386/hr
Number of Instances 3 3

Workload Optimization Manager calculates the following:
= Current estimated on-demand monthly cost:

($0.772 * 730) * 3 = $1690. 68/ Mb.

= Estimated on-demand monthly cost after executing the action:

($0.386 * 730) * 3 = $845. 34/ M.

NOTE:
Workload Optimization Manager rounds the calculated values that it displays in the user interface.

The estimated on-demand monthly cost is projected to decrease from $1690.68/month to $845.34/month, as shown in the
Details section of the pending action.

COST IMPACT (B CURRENT AFTER ACTIONS

POLICIES

Workload Optimization Manager treats the action as a cost-saving measure, and shows total savings of $845.34/month.
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COST IMPACT (@ CURRENT AFTER ACTIONS
Compute Cost @ $563 56/ ma £ 281, T8imo & $2E1.7RBima

mstance Count

Total Cost $1,690LEE MG 1845 AT 4 $845 34/mo
.
T Total Savings $845.3/mo
e e e S e e e e - - - #
POLICIES

Estimated On-demand Monthly Savings for Empty Azure
App Service Plans

Workload Optimization Manager considers an empty App Service plan's on-demand compute rate and VM instance count when
calculating the estimated on-demand monthly savings that you would realize when you delete the plan. A plan is considered
empty if it is not hosting any running apps.

NOTE:
Azure App Service plans appear as Virtual Machine Spec entities in the supply chain.

Action Details ¢ 100fs2 > @ x

Delete Empty P2vZ App Service Plan paas-asp-zone-redundant from 4 $147.46/mo SAVINGS
Increase Savings

ACTION ESSENTIALS APP SERVICE PLAM DETAILS

State A Action can be accepted and executed immediately. Mame paas-asp-zone- B

MNon-Disruptive « Downtime is not required to execute. redundant

Reversible Action cannet be manually reverted, “ paas-asp-zone- 0
redundant

RESOURCE IMPACT CURRENT AETER ACTIONS Subscription 'y

Virtual Memory 7 GB - Location azure-East U5 10

Virtual CPL 18.36 GHz J Days Empty 7

COST IMPACT (@ EURRENT AFTER ACTIONS

Compute Cost $147.46/mo N/

Instance Count @ 1 MiA

Total Cost £147 46/mo £0.00/mao 4+ $147.46/mo

Total Savings $147.46/mo

Savings Calculation
The calculation for estimated on-demand monthly savings can be expressed as follows:

(On-demand Conpute Rate * 730) * Nunber of Instances = Estinmated On-dermand Monthly
Savi ngs

224 Cisco Systems, Inc. www.cisco.com



Entity Types - Cloud Infrastructure

Where:
= On-demand Compute Rate is the hourly cost for an App Service plan's instance type.
You can obtain on-demand rates via App Service Pricing.
= 730 represents the number of hours per month that Workload Optimization Manager uses to calculate monthly savings.
= Number of Instances is the total number of VM instances underlying the App Service plan.

Example

Assume the following data for a pending action to delete an empty Azure Service plan on the P2V2 instance type.

Current Values

On-demand Compute Rate $0.202/hr

Number of Instances 1

Workload Optimization Manager calculates savings as follows:

($0.202 * 730) * 1 = $147. 46/ Mv.

NOTE:
Workload Optimization Manager rounds the calculated values that it displays in the user interface.

Workload Optimization Manager shows total savings of $147.46/month.

COST IMPACT (@ CURRENT AFTER ACTIOINS

Compute Cost € 5147 d6/mo M

nstance Count 6 1 M

Iotal Cost $147 46/mo £0.00/ma +  $147.46/mo

Total Savings $147.46/mo

Virtual Machine Spec Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

Action Automation and Orchestration

For details about Virtual Machine Spec actions, see Virtual Machine Spec Actions (on page 218).

Action Default Mode

Cloud Scale All Manual
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Action Default Mode
Cloud Scale for Perfor- Manual
mance

Cloud Scale for Savings Manual

Delete Virtual Machine Spec | Manual

When you create a policy, you can choose Cloud Scale All, Cloud Scale for Performance, or Cloud Scale for Savings.

You can direct Workload Optimization Manager to only execute scaling actions that improve performance (Cloud Scale
for Performance) or reduce costs (Cloud Scale for Savings). The default action mode for these actions is Manual. When
you examine the pending actions for Virtual Machine Specs, only actions that satisfy the policies are allowed to execute.
All other actions are read-only.

Cloud Scale All enables all scaling actions, including those that result in efficiency improvements and increased costs.

When policy conflicts arise, Cloud Scale All overrides the other two scaling options in most cases. For more information,
see Relationship Between Scoped and Default Policies (on page 93).

Scaling Sensitivity

Workload Optimization Manager uses a percentile of utilization over the specified observation period. This gives sustained
utilization and ignores short-lived bursts.

Aggressiveness

Attribute Default Value

Aggressiveness 95th Percentile

Workload Optimization Manager uses these settings to calculate utilization percentiles for vCPU and vMEM.

When evaluating performance, Workload Optimization Manager considers resource utilization as a percentage of
capacity. The utilization drives actions to scale the available capacity either up or down. To measure utilization, the
analysis considers a given utilization percentile. For example, assume a 95th percentile. The percentile utilization is the
highest value that 95% of the observed samples fall below. Compare that to average utilization, which is the average of
all the observed samples.

Using a percentile, Workload Optimization Manager can recommend more relevant actions. This is important in the
cloud, so that analysis can better exploit the elasticity of the cloud. For scheduled policies, the more relevant actions will
tend to remain viable when their execution is put off to a later time.

For example, consider decisions to reduce vCPU capacity. Without using a percentile, Workload Optimization Manager
never scales below the recognized peak utilization. Assume utilization peaked at 100% just once. Without the benefit of a
percentile, Workload Optimization Manager will not reduce resources for the Virtual Machine Spec.

With Aggressiveness, instead of using the single highest utilization value, Workload Optimization Manager uses the
percentile you set. For the above example, assume a single burst to 100%, but for 95% of the samples, utilization never
exceeded 50%. If you set Aggressiveness to 95th Percentile, then Workload Optimization Manager can see this as an
opportunity to reduce resource allocation.
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In summary, a percentile evaluates the sustained resource utilization, and ignores bursts that occurred for a small portion
of the samples. You can think of this as aggressiveness of resizing, as follows:

— 99th or 100th Percentile - More performance. Recommended for critical Virtual Machine Specs that need
maximum guaranteed performance at all times, or those that need to tolerate sudden and previously unseen
spikes in utilization, even though sustained utilization is low.

—  95th Percentile (Default) - The recommended setting to achieve maximum performance and savings. This
assures performance while avoiding reactive peak sizing due to transient spikes, thus allowing you to take
advantage of the elastic ability of the cloud.

—  90th Percentile - More efficiency. Recommended for Virtual Machine Specs that can stand higher resource
utilization.

By default, Workload Optimization Manager uses samples from the last 14 days. Use the Max Observation Period
setting to adjust the number of days.

= Max Observation Period

Attribute Default Value

Max Observation Period Last 14 Days

To refine the calculation of resource utilization percentiles, you can set the sample time to consider. Workload
Optimization Manager uses historical data from up to the number of days that you specify as a sample period. If the
volume has fewer days' data then it uses all of the stored historical data.

Choose from the following settings:
— Less Elastic - Last 30 Days
— Recommended - Last 14 Days
— More Elastic - Last 3 or 7 Days
= Min Observation Period

Attribute Default Value

Min Observation Period None

This setting ensures historical data for a minimum number of days before Workload Optimization Manager will generate
an action based on the percentile set in Aggressiveness. This ensures a minimum set of data points before it generates
the action.

Especially for scheduled actions, it is important that resize calculations use enough historical data to generate actions
that will remain viable even during a scheduled maintenance window. A maintenance window is usually set for "down"
time, when utilization is low. If analysis uses enough historical data for an action, then the action is more likely to remain
viable during the maintenance window.

Choose from the following settings:
— More Elastic - None

— Less Elastic - 1, 3, or 7 Days

Cloud Instance Types

Attribute Default Value

Cloud Instance Types None

By default, Workload Optimization Manager considers all instance types currently available for scaling when making scaling
decisions for Virtual Machine Specs. However, you may have set up your Virtual Machine Specs to only scale to or avoid certain
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instance types to reduce complexity and cost, improve discount utilization, or meet application demand. Use this setting to
identify the instance types that Virtual Machine Specs can scale to.

Click Edit to set your preferences. In the new page that displays, expand a cloud tier (a family of instance types, such as Basic)
to see individual instance types and the resources allocated to them.

Select your preferred instance types or cloud tiers, or clear the ones that you want to avoid. After you save your changes, the
main page refreshes to reflect your selections.

If you selected a cloud tier and the service provider deploys new instance types to that tier later, then those instance types will
automatically be included in your policy. Be sure to review your policies periodically to see if new instance types have been
added to a tier. If you do not want to scale to those instance types, update the affected policies.

Scaling Target Utilization

The utilization that you set here specifies the percentage of the existing capacity that Workload Optimization Manager will
consider to be 100% of capacity.

Attribute Default Value
VCPU 70
VMEM 90
Storage 90

These advanced settings determine how much you would like a scope of workloads to utilize their resources. These are fixed
settings that override the way Workload Optimization Manager calculates the optimal utilization of resources. You should only
change these settings after consulting with Technical Support.

While these settings offer a way to modify how Workload Optimization Manager recommends actions, in most cases you
should never need to use them. If you want to control how Workload Optimization Manager recommends actions to resize
workloads, you can set the aggressiveness per the percentile of utilization, and set the length of the sample period for more or
less elasticity on the cloud.

Database Server (Cloud)

In AWS public cloud environments, a Database Server is a relational database that you have configured using AWS Relational
Database Service (RDS). Workload Optimization Manager discovers RDS instances through your AWS targets, and then
generates scaling actions as needed.

NOTE:
Azure SQL Databases discovered by Workload Optimization Manager appear as Database entities in the supply chain.
For details, see Database (Cloud) (on page 251).
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Synopsis

©

Database Server

Region
AWS RDS
Synopsis
Budget: A cloud Database Server has unlimited budget.
Provides: Database services to cloud applications and end users
Consumes: Compute and storage resources in the availability zone
Discovered through: AWS targets
Permissions

Workload Optimization Manager requires the following permissions for AWS RDS Database Servers:

= Monitoring permissions:

cloudwatch:GetMetricData
pi:GetResourceMetrics
rds:DescribeDBInstances
rds:DescribeDBParameters
rds:ListTagsForResource
rds:DescribeOrderableDBInstanceOptions

= Action execution permissions:

rds:ModifyDBInstance

For a full list of permissions, see "Amazon Web Services" in the Target Configuration Guide.

Monitored Resources

Workload Optimization Manager monitors the following resources for a cloud Database Server:

*  Virtual Memory

Virtual Memory is the measurement of memory utilized by the entity.
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= Virtual CPU
Virtual CPU is the measurement of CPU utilized by the entity.
= Storage Amount
Storage Amount is the amount of Amazon EBS storage utilized by the entity.
= Storage Access
Storage Access is IOPS utilized by the entity.
= DB Cache Hit Rate (if available)

DB cache hit rate is the measurement of Database Server accesses that result in cache hits, measured as a percentage
of hits versus total attempts. A high cache hit rate indicates efficiency.

= Connections

Connection is the measurement of Database Server connections utilized by applications.

Actions
Scale

Scale compute and storage resources to optimize performance and costs.

To recommend accurate scaling actions, Workload Optimization Manager analyzes resource utilization percentiles and collects
relevant metrics (such as connections utilization) from AWS. It also takes into consideration constraints defined in policies (on
page 239).

Consider the following scenarios and actions:

= To address vCPU congestion, Workload Optimization Manager can recommend scaling a Database Server to the
instance type that can adequately meet demand at the lowest possible cost. If vCPU is underutilized, it can recommend
scaling to a smaller instance type.

= To address IOPS congestion, Workload Optimization Manager can recommend increasing provisioned IOPS or scaling
the Database Server to a different storage type. For gp2 storage, it can recommend increasing disk size to increase
provisioned IOPS. After executing these actions, Workload Optimization Manager will not recommend new actions for
the next six hours, in compliance with AWS's "cooldown" period for EBS storage.

= Workload Optimization Manager analyzes DB cache hit rate before making vMem scaling decisions. To perform its
analysis, it collects cache hit rate metrics for Database Servers with Performance Insights enabled.

For Database Servers with cache hit rate metrics, Workload Optimization Manager considers at least 90% cache hit rate
to be optimal. This percentage value is not configurable.

— A cache hit rate value equal to or greater than 90% indicates efficiency. For this reason, Workload Optimization
Manager will not recommend an action even if vMem utilization is high. If vMem utilization is low, it will
recommend scaling to a smaller instance type.

—  When the cache hit rate is below 90%, Workload Optimization Manager will also not recommend an action,
provided that vMem utilization remains low. If vMem utilization is high, then it will recommend scaling to a larger
instance type.

Notes on Performance Insights and cache hit rate metrics:

— Performance Insights is enabled by default on a majority of AWS Database Servers. In the Workload Optimization
Manager user interface, you can use Search and then apply the Performance Insights filter to see which
Database Servers have Performance Insights enabled.

— If Performance Insights is disabled or is not supported for your AWS Database Server engines or regions,
Workload Optimization Manager will not have cache hit rate metrics to analyze and will therefore not generate
actions in direct response to vMem utilization. For a list of supported engines and regions, see this AWS page.

— An action to scale to a different instance type in response to vCPU utilization might also include vMem changes,
but vMem utilization alone (without cache hit rate metrics) will not drive actions.

Workload Optimization Manager also considers Connections utilization and capacity when making scaling decisions. It collects
utilization metrics from CloudWatch and calculates capacity based on the maximum number of simultaneous connections

configured for the Database Server. The maximum number varies by Database Server engine type and memory allocation, and
is set in the parameter group associated with a Database Server. Workload Optimization Manager currently supports Database
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Servers associated with parameter groups that use default values. For example, consider a MySQL Database Server that is on
adb. t 3. | ar ge instance type with 8 GB (8589934592 byt es) of memory, and is associated with a parameter group that
uses the default value { DBI nst anceCl assMenory/ 12582880} . In this case, Workload Optimization Manager calculates
capacity as 682 connections (or { 8589934592/ 12582880} ). When Workload Optimization Manager generates an action due
to vMem underutilization and sees that Connections utilization is only 15% of capacity (or roughly 100 connections), it picks a
smaller instance type that is adequate for both the vMem and Connections requirements of the Database Server. For example, it
could pick db. t 2. smal | , which provides 2 GB of memory and a maximum of 170 connections.

Actions in Charts

Use the Necessary Investments and Potential Savings charts to view pending Database Server actions. These charts show total
monthly investments and savings, assuming you execute all the actions.

Necessary Investments L)) Potential Savings ']
62 Database Servers (EhwET4_Datng) 62 Database Sensers (WPBTAL_Donpl

$33.58 e $1,679.38 e _
MDﬁEhly $33 58/, 2 Scale Databade Servers MUI’I“'Il}I’ @ $1,679.38mo, 16 Scale Database Seriers

SHOWALL » SHOW ALL >

Click Show All for each chart to review and execute the actions.
The table lists all the actions that are pending for Database Servers, and the savings or investments for each action.
Scale Actions 16 Savings $1,679.38/mo oy

£ ADD FILTER

D :::::"M' S Bizeoint b :.: Reversitle  Instancs Typs wn?r:::‘ Now Instance Typs r::rn:: Action CalBgory Savings - Action

|:| rda-rrariarmltiaz e it t3. small-iol $0.924/h  db.t3smal-stand... 500095/  |savinGs L SE04.B0/ DETAILS
|:| testioautoscaling Py it 3. G ro-iol 20.446Mh db.Elmicro-gp2 S0L0A%H SAVIROE L 3301 .00 DETAILS
[J rds-maria-io1 o it 3 micro-io1 $0418h dbtimicro-gtand..  S00G1M  [savikas 4 3282500 || DETAILS
D bic-dbs-1 e dinmS, xlarge-iol £0.514h  db.réglanpe-sian Sh.x1ah BAVINGS L 5215 200 DETAILS

For details on how Workload Optimization Manager calculates savings or investments, see Estimated On-demand Costs for
Cloud Database Servers (on page 235).

Utilization Charts

Workload Optimization Manager uses percentile calculations to measure resource utilization more accurately, and drive scaling
actions that improve overall utilization and reduce costs. When you examine the details for a pending scale action on a Database
Server, you will see charts that highlight utilization percentiles for a given observation period, and the projected percentiles after
you execute the action.
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CI5CO
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The charts also plot daily average utilization for your reference. If you have previously executed scaling actions on the Database
Server, you can see the resulting improvements in daily average utilization. Put together, these charts allow you to easily
recognize utilization trends that drive Workload Optimization Manager's scaling recommendations.

You can set scaling constraints in Database Server policies to refine the percentile calculations.
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r details, see Scaling Sensitivity (on page 239).

Non-disruptive and Reversible Scaling Actions

Workload Optimization Manager indicates whether a pending action is non-disruptive or reversible to help you decide how to

ha

ndle the action.
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Scale Actions 16 Savings $1,679.38/mo

[] patabase Server Mame Account Ul;js:l'l_m Reversible | Instance Type O"'D':"I;:'; .
|
D rds-mariamultiaz w db.t3.small-iol 30924/ |
.5
[:| testicautoscalingenabled w db.t3.micro-io1 30.448/ .
[ rds-maria-io® | dbamicro-iol $0.418/m |
II
[] bte-dbs-1 o db.m5.xlarge-io1 $0.514/h |
S e SRS SR
The following table describes the disruptiveness and reversibility of the actions that Workload Optimization Manager
recommends:
Action Disruptive Reversible
Scaling to a different instance type Yes Yes
Scaling up storage amount No No
Scaling up storage access (provisioned | No Yes
IOPS)
Scaling to a different storage type + Yes No
Scaling up storage amount
Scaling to a different storage type + Yes Yes
Scaling up storage access (provisioned
IOPS)
Scaling to a different storage type + Yes No
Scaling up storage amount + Scaling
up storage access (provisioned IOPS)

You can set action modes in policies to specify the degree of automation for these actions.
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Configure Database Server Policy X

+ SCOPE @
+ POLICY SCHEDULE (8
= AUTOMATION AND ORCHESTRATION

. Database Server Scaling Actions

DISRUPTIVE IRREVERSIBLE SCALING s
Action Acceptance: Recommand

DISRUPTIVE REVERSIBLE SCALING s
Action Acceptance: Recommand

NON-DISRUPTIVE IRREVERSIBLE SCALING F
Action Acceptance: Recommend

WOMN-DISRUPTIVE REVERSIBLE SCALING &

Action Acceptance: Recommand

e e e

Unavailable Instance Types

A scale action could fail if the target instance type is unavailable in the availability zone for some reason. Your AWS environment
might show the instance type as available, but when the scaling action executes, the following error displays in AWS:

Cannot nodify the instance cl ass because there are no instances of the requested class
available in the current instance's availability zone. Please try your request again at a
later tine.

NOTE:
For details about this error, see this AWS page.

When this error occurs, Workload Optimization Manager modifies the default Database Server policy to exclude the instance
type from its scaling list. When the Database Server is available again, Workload Optimization Manager adds it back to the
scaling list. For details about this list, see Cloud Instance Types (on page 240).

Estimated On-demand Costs for Cloud Database Servers

Workload Optimization Manager considers a variety of factors when calculating Estimated On-demand Monthly Cost for an AWS
RDS Database Server.
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Non-Aurora Database Servers
Cost Calculation
For non-Aurora Database Servers, the calculation for Estimated On-demand Monthly Cost can be expressed as follows:

(On-demand Conpute Rate * 730) + (Provisioned Database Storage Rate * Provisioned
Dat abase Storage Anount) + (Provisioned |OPS Rate * Provisioned | OPS Amount) = Esti mated
On-demand Mont hly Cost
Where:
= On-demand Compute Rate is the hourly cost for a Database Server's instance type
You can obtain on-demand rates via Amazon RDS Pricing.
= 730 represents the number of hours per month that Workload Optimization Manager uses to estimate monthly costs.
= Provisioned Database Storage Rate is the hourly cost for a Database Server's provisioned database storage
You can obtain provisioned database storage rates via Amazon RDS Pricing.
= Provisioned IOPS Rate is the monthly cost for a Database Server's provisioned IOPS

Provisioned IOPS apply only to Database Servers on Provisioned IOPS SSD (io1) storage. You can obtain information
about Provisioned IOPS SSD storage via the RDS User Guide.

You can obtain provisioned IOPS rates via Amazon RDS Pricing.
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The listed items above impact cost calculations and the scaling decisions that Workload Optimization Manager makes. These
decisions also rely on other factors, such as resource utilization percentiles and scaling constraints set in policies.

Example

Assume the following data for a pending scale action for SQL Server Express Edition (Single A-Z deployment):

Current Values Values After Action Execution
On-demand Compute Rate $0.024/hr $0.048/hr
Provisioned Database Storage Rate $0.133/hr $0.133/hr
Provisioned Database Storage Amount 20 GB 20 GB
Provisioned IOPS Rate $0.00 $0.00
Provisioned IOPS Amount 0 0

Workload Optimization Manager calculates the following:
= Current Estimated On-demand Monthly Cost:

(0.024 * 730) + (0.133 * 20) + (0.00 * 0) = 20.18
= Estimated On-demand Monthly Cost after executing the action:

(0.048 * 730) + (0.133 * 20) + (0.00 * 0) = 37.7

NOTE:
Workload Optimization Manager rounds the calculated values that it displays in the user interface.

The Estimated On-demand Monthly Cost is projected to increase from $20.18/month to $37.7/month, as shown in the Details
section of the pending action.

[ S A A — e — e S e — e e e e g e e

10PS PERCENTILE AND AMG. UTILIZATION © ' i 1.7

i bebow 4
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Workload Optimization Manager treats the action as an investment and shows an estimated investment of $17.52/month.

1CPS PERCENTILE AND ANG. UTILIZATION © i i 1.7%
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Aurora Database Servers
Cost Calculation
For Aurora Database Servers, the calculation for Estimated On-demand Monthly Cost can be expressed as follows:

(On-demand Conpute Rate * 730) + (Provisioned Database Storage Rate * Provisioned
Dat abase Storage Anmobunt) + (1/0O Request Rate * (Hourly Billed 1/0O Operation Count * 730))
= Estimated On-denand Mont hly Cost

Where:
= On-demand Compute Rate is the hourly cost for a Database Server's instance type
You can obtain on-demand rates via Amazon Aurora Pricing.
= 730 represents the number of hours per month that Workload Optimization Manager uses to estimate monthly costs.
= Provisioned Database Storage Rate is the hourly cost for a Database Server's provisioned database storage
You can obtain provisioned database storage rates via Amazon Aurora Pricing.
= 1/0 Request Rate is the cost per one million read/write /O requests
You can obtain I/O request rates via Amazon Aurora Pricing.
= Hourly Billed 1/O Operation Count is the average sum of read and write /O operations per hour over the last month
The listed items above impact cost calculations. Except for I/O request rate, these items affect the actual scaling decisions that

Workload Optimization Manager makes. These decisions also rely on other factors, such as resource utilization percentiles and
scaling constraints set in policies.

Example

Assume the following data for a pending scale action for Aurora MySQL-Compatible Edition:

Current Values Values After Action Execution
On-demand Compute Rate $0.164/hr $0.041/hr
Provisioned Database Storage Rate $0.10/hr $0.10/hr
Provisioned Database Storage Amount 100 100
1/0 Request Rate $0.20/one million requests $0.20/one million requests
Hourly Billed 1/0 Operation Count 2000 2000

Workload Optimization Manager calculates the following:
= Current Estimated On-demand Monthly Cost:

(0.164 * 730) + (0.10 * 100) + ((0.20 / 1000000) * (2000 * 730)) = 130.01
= Estimated On-demand Monthly Cost after executing the action:

(0.041 * 730) + (0.10 * 100) + ((0.20 / 1000000) * (2000 * 730)) = 40.22

NOTE:
Workload Optimization Manager rounds the calculated values that it displays in the user interface.
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Since the Estimated On-demand Monthly Cost is projected to decrease from $130.01/month to $40.22/month, Workload
Optimization Manager treats the action as a cost-saving measure and shows estimated savings of $89.79/month.

Cloud Database Server Policies

Workload Optimization Manager ships with default settings that we believe will give you the best results from our analysis.
These settings are specified in a set of default automation policies for each type of entity in your environment. For some scopes
of your environment, you might want to change these settings. For example, you might want to change action automation or
constraints for that scope. You can create policies that override the defaults for the scopes you specify.

Action Automation and Orchestration

For details about cloud Database Server actions, see Cloud Database Server Actions (on page 230) and Non-disruptive and
Reversible Scaling Actions (on page 233).

Action Default Setting/Mode

Database Server Scaling Actions On

Disruptive irreversible scaling Recommend
Disruptive reversible scaling Recommend
Non-disruptive irreversible scal- Recommend
ing

Non-disruptive reversible scaling Recommend

Scaling Sensitivity

Workload Optimization Manager uses a percentile of utilization over the specified observation period. This gives sustained
utilization and ignores short-lived bursts.

Workload Optimization Manager uses these settings to calculate utilization percentiles for VCPU, VMEM and DB Cache Hit Rate,
and IOPS. It then recommends actions to improve utilization based on the observed values for a given time period.

= Aggressiveness

Attribute Default Value

Aggressiveness 95th Percentile

When evaluating performance, Workload Optimization Manager considers resource utilization as a percentage of
capacity. The utilization drives actions to scale the available capacity either up or down. To measure utilization, the
analysis considers a given utilization percentile. For example, assume a 95th percentile. The percentile utilization is the
highest value that 95% of the observed samples fall below. Compare that to average utilization, which is the average of
all the observed samples.

Using a percentile, Workload Optimization Manager can recommend more relevant actions. This is important in the
cloud, so that analysis can better exploit the elasticity of the cloud. For scheduled policies, the more relevant actions will
tend to remain viable when their execution is put off to a later time.

For example, consider decisions to reduce capacity. Without using a percentile, Workload Optimization Manager never
resizes below the recognized peak utilization. Assume utilization peaked at 100% just once. Without the benefit of a
percentile, Workload Optimization Manager will not reduce resources for that Database Server.
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With Aggressiveness, instead of using the single highest utilization value, Workload Optimization Manager uses the
percentile you set. For the above example, assume a single burst to 100%, but for 95% of the samples, utilization never
exceeded 50%. If you set Aggressiveness to 95th Percentile, then Workload Optimization Manager can see this as an
opportunity to reduce resource allocation.

In summary, a percentile evaluates the sustained resource utilization, and ignores bursts that occurred for a small portion
of the samples. You can think of this as aggressiveness of resizing, as follows:

— 99th Percentile - More performance. Recommended for critical Database Servers that need maximum
guaranteed performance at all times, or those that need to tolerate sudden and previously unseen spikes in
utilization, even though sustained utilization is low.

—  95th Percentile (Default) - The recommended setting to achieve maximum performance and savings. This
assures performance while avoiding reactive peak sizing due to transient spikes, thus allowing you to take
advantage of the elastic ability of the cloud.

— 90th Percentile - More efficiency. Recommended for Database Servers that can stand higher resource utilization.

By default, Workload Optimization Manager uses samples from the last 14 days. Use the Max Observation Period
setting to adjust the number of days. To ensure that there are enough samples to analyze and drive scaling actions, set
the Min Observation Period.

Max Observation Period

Attribute Default Value

Max Observation Period Last 14 Days

To refine the calculation of resource utilization percentiles, you can set the sample time to consider. Workload
Optimization Manager uses historical data from up to the number of days that you specify as a sample period. If the
Database Server has fewer days' data then it uses all of the stored historical data.

You can make the following settings:
— Less Elastic - Last 30 Days
— Recommended - Last 14 Days
— More Elastic - Last 7 Days or Last 3 Days

Workload Optimization Manager recommends an observation period of 14 days so it can recommend scaling actions
more often. Since Database Server scaling is minimally disruptive, scaling often should not introduce any noticeable
performance risks.

Min Observation Period

Attribute Default Value

Min Observation Period None

This setting ensures historical data for a minimum number of days before Workload Optimization Manager will generate
an action based on the percentile set in Aggressiveness. This ensures a minimum set of data points before it generates
the action.

Especially for scheduled actions, it is important that resize calculations use enough historical data to generate actions
that will remain viable even during a scheduled maintenance window. A maintenance window is usually set for "down"
time, when utilization is low. If analysis uses enough historical data for an action, then the action is more likely to remain
viable during the maintenance window.

—  More Elastic - None

— Less Elastic - 1, 3, or 7 Days

Cloud Instance Types

By default, Workload Optimization Manager considers all instance types currently available for scaling when making scaling
decisions for Database Servers. However, you may have set up your Database Servers to only scale to or avoid certain instance
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types to reduce complexity and cost, or meet demand. Use this setting to identify the instance types that Database Servers can
scale to.

NOTE:

Workload Optimization Manager automatically discovers and enforces Database Server tier exclusions configured in your
AWS environment. You do not need to configure these tier exclusions in policies. To see a list of tier exclusions that are
currently enforced, set the scope to one or several Database Servers and click the Policies tab.

Attribute Default Value

Cloud Instance Types None

Click Edit to set your preferences. In the new page that displays, expand a cloud tier (a family of instance types, such as
db.m1) to see individual instance types and the resources allocated to them.

Select your preferred instance types or cloud tiers, or clear the ones that you want to avoid. After you save your changes, the
main page refreshes to reflect your selections.

NOTE:
This policy setting is not available in plans.

If you selected a cloud tier and the service provider deploys new instance types to that tier later, then those instance types will
automatically be included in your policy. Be sure to review your policies periodically to see if new instance types have been
added to a tier. If you do not want to scale to those instance types, update the affected policies.

Scaling Target Utilization

This is the target utilization as a percentage of capacity.

Attribute Default Value
VCPU 70
VMEM 90
IOPS 70
Storage Amount 90

These advanced settings determine how much you would like a scope of workloads to utilize their resources. These are fixed
settings that override the way Workload Optimization Manager calculates the optimal utilization of resources. You should only
change these settings after consulting with Technical Support.

While these settings offer a way to modify how Workload Optimization Manager recommends actions, in most cases you
should never need to use them. If you want to control how Workload Optimization Manager recommends actions to resize
workloads, you can set the aggressiveness per the percentile of utilization, and set the length of the sample period for more or
less elasticity on the cloud.
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Volume (Cloud)

A cloud volume is a storage device that you can attach to a VM. You can use an attached volume the same as a physical hard

drive.
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Synopsis
Budget: A cloud volume gains its budget by selling resources to the VMs that it serves.
Provides: Storage resources for VMs to use:
= Storage Access
= Storage Amount
= 10 Throughput
Consumes: Storage services provided by Zones or Regions
Discovered through: Cloud targets

Monitored Resources

Workload Optimization Manager monitors the following resources for AWS and Azure volumes:
= Storage Access
The percentage of the volume's capacity for storage access operations (IOPS) that is in use.
= |0 Throughput
The percentage of the volume’s capacity for IO throughput that is in use.
= |0 Throughput Read
The percentage of the volume’s capacity for 10 throughput Read that is in use.
= 1O Throughput Write

The percentage of the volume’s capacity for IO throughput Write that is in use.

Notes:

= Workload Optimization Manager discovers Storage Amount (disk size) for AWS/Azure volumes, but does not monitor
utilization.

» For a Kubeturbo (container) deployment that includes AWS/Azure volumes, Kubeturbo monitors Storage Amount
utilization for the volumes. You can view utilization information in the Capacity and Usage chart.

= Currently, Workload Optimization Manager does not monitor resources for GCP volumes. It only monitors their
attachment state and then generates delete actions for unattached volumes.

Actions
= Scale

Scale attached volumes to optimize performance and costs.
= Delete

Delete unattached volumes as a cost-saving measure.

Scale Actions

Scale attached AWS/Azure volumes to optimize performance and costs.

NOTE:
Currently, Workload Optimization Manager does not generate scale actions for GCP volumes.
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Workload Optimization Manager can recommend:
= Scaling within the same tier (scale up or down), or from one tier to another
Examples:
— An action to scale down IOPS for a high performance volume, such as Azure Managed Ultra
— An action to scale a volume from the jo7 to the gp2 tier

These actions can reduce costs significantly while continuing to assure performance. In addition, they are non-disruptive
and reversible.

NOTE:
For details about action disruptiveness and reversibility, see Non-disruptive and Reversible Scaling Actions (on
page 247).

= Scaling from one tier to another and then within the new tier, in a single action

For example, to achieve higher IOPS performance for VMs that are premium storage capable, you might see an action
to scale the corresponding volume from Standard to Premium, and then scale up volume capacity from 32GB to 256 GB.
This action increases costs and is irreversible, but is more cost effective than scaling up within the original tier.

NOTE:
Not all VM types are premium storage capable. For details, see the Azure Documentation.

When there are multiple disks attached to a volume, every volume scale action can potentially disrupt the same VM multiple
times and some of the actions may fail due to concurrency. To mitigate these issues, Workload Optimization Manager identifies
all volume actions associated with a particular VM and combines them into a single unit for execution, thus reducing disruptions
and the chance of failures due to concurrency. This approach applies to scale actions in Manual or Automated mode.

You can create policies to control the scaling actions that Workload Optimization Manager generates.

= Workload Optimization Manager includes a policy setting that lets you choose between two outcomes - better savings
(default) and better reversibility. If you choose reversibility, which can increase costs, Workload Optimization Manager
will prioritize actions to change tiers whenever possible.

Configure Volume Policy

PREFER SAVINGS OVER REVERSIBILITY i

~, Maximize Savings

@ Better Reversibility |

= Set scaling constraints if you want volumes to only scale to or avoid certain tiers. For details, see Cloud Storage Tiers
(on page 251).

Delete Actions

Delete unattached volumes as a cost-saving measure. Workload Optimization Manager generates delete actions for AWS,
Azure, and GCP volumes.
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NOTE:

If you delete an Azure volume and then later deploy a new one with an identical name, charts will include historical data
from the volume that you deleted.

Exceptions for Azure Site Recovery and Azure Backup Volumes

Workload Optimization Manager discovers Azure Site Recovery and Azure Backup volumes when you add Azure targets. Even
though these volumes are always unattached, Workload Optimization Manager will never recommend deleting them because
they are critical to business continuity and disaster recovery.

To identi